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1. Forward

Novel experimental techniques are needed to assess material response at extreme en-
vironments such as high strain rate, high temperature, and kigh heating rate. In these
situations the common resistance strain gage technique is not applicable. Photoelasticity
(or any birefringent method) is an indirect modeling technique whereby the birefringence of
a transparent material under load is related to the response of an actual material. This tech-
nique is obviously not applicable to the extreme environments cited above. Moire method
(including moire interferometry and grid (grating) methods) requires that ax alien piece of
material (i.e. grating) be somehow attached or engraved onto the specimen su:face. Apart
from possible reinforcing or weakening eftect to the specimen, this foreign material may
itself become disintegrated in the extreme environment. Helographic interferometry has
none of the above drawbacks. However, it is not a technique that is suitsble for measuring
in-plane displacement (and hence strain) except through rather involved opiical arrange-
ment and complicated calculation. Since it measures total ootiral path chinge between
two states of an object the fringes resulting {- om rigid body movement tends i » overwhelin
that due to deformation. And its extreme sensitivity also renders it being norspplica-
ble to finite strain analysis. Furthermore its stringent cequirement on vibration isolation
essentially prevents it from being used in the field.

Tue laser speckle method, on the other hand, does net have the restrictions that lim-
its holographic interferometry. Similar to holographic interferometry no foreign material
' needs to be attached to the specimen except the inpingement of photons. But unlike holo-
graphic interferometry it requires no stringent vibration isolation and {\ measures in-plane

displacement. It can be applied to finite as well as small deformation; it .. not affected by

3

_




high temperature and its response is instantaneous ( at the speed of light;. This project
addresses the dcvelo;;ment of two automated speckle techniques called CASI {Computer
Aided Speckle Interferometry) and LSS (Laser Speckle Sensor) and their applications ¢ the
study of gun oscillation during firing (jointly with Army Ballistic Research Laboratory),
the testing of materials under high strain rate, high temperature and high heating rate
(jointly with Army Materials Technology Laboratory), the investigation of the mechanics
of plastic deformation and surface roughness, and the evaluation of material damage and

fatigue.

2. Statement of the Problems Studied

The aim of the project is to develop quantitative, non-contact, non-destructive and
remote sensing techniques for the study of material response under high strain rate, high
temperature and fatigue. Two laser speckle methods have been developed to meet this
aim. One is CASI (Computer Aided Speckle Interferometry) and the other is LSS (Laser
Speckle Sensor) and they have different realms of application. The former is a full field tech-
nique more suitable for the mapping of small strain distribution and the latter a pointwise
technique more useful for the determination of finite plastic strain. The laser speckle inter- .
ferometry technique was successfully demonstrated at BRL (Ballistic Research Laboratory)
for monitoring the oscillation gun muzzle during firing and at MTL (Material Technology
Lavoratory) for studying material response under high strain rate, high temperature, and
high heating rate. The new speckle sensor technique has been shown to be very effective
for measuring plastic strain, surface roughness, materia. damage and the state of fatigue.
The latter has the potential of being develoned into a field tool for monitoring material

aging. Some important results are summarized in the following section.
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3. Summary of the Most Important Results

3.1 Introduction
A total of thirty three papers together two M.S. theses and one Ph.D, dissertation
have resulted from this investigation. They may be grouped into the following categories.

The first group is a series of six papers concerning the basic study of pattern recognition

and image analysis. The second group of eleven papers involves the development of CASI

(Computer Aided Speckle Interferometry) and its application. The third group of fourtesn
papers concerns with the development of LSS and its applications. And there are two
miscellaneous papers. One on contouring by moire interferometry and the other on crack

tip plasticity of a single crystal.

3.2 Fundamental Studies of Pattern Recognition and Image Analysis {5, 8, 11,
14, 16, 21}
In the development of CASI and LSS the laser speckle is digitized into Jifferent gray

levels using a CCD (charged Couple Device) camera. It is from this large volumue of data

(e.g. 1000x 1000 pixels x 15 gray levels/pixel) that we need to extract useful information

pertaining to specimen deformation. To this end we devoted part of our efforts to some
fundamental issues concerning pattern recognition and digital image analysis. This has
resulted in six publications. The insight gained in this endeavor has helped materially
in the conceptual development of CASI and LSS. In particular the study of 3D moment
method {8, 14] has had direct bearing on one of the approaches used in LSS.

!Number in bracket indicate the papers in the publication list in section 4.

5




-

3.3 Development of CASI and Its Applications (1,3,4,7,9,10,17,26,27, 32]

Speckle is the result of multiple interference of a large number of wavelets scattering
from an optically rough surface when illuminated by a coherent laser beam. It is formed
on the specimen surface as well as in space. Traditionally the practice of one beam laser
speckle interferometry (speckle photography) is to photograph the speckle on the specimen
surface before and after the application of load to the specimen. The two speckle patterns
are superimpoéed on film via double exposure and subsequently developed (a wet process)
in a dark room. The resulting specklegram is then optical Fourier processed using a laser.
In the pointwise approach a nartrow laser beam probes a point giving rise to a diffraction
halo containing Young’s fringes directly related to the displacement vector at the probed
point. In the full field approach the specklegram is inserted in a Fourier processing optical
bench whereby spatial filtering results in an image of the specimen covered with isothetic
fringes (contours of equal displacement component). In either case the fringe pattern needs
to be recorded again on film and developed (a second wet process). The procedures are
tedious, time consuming and error prorne.

CASI (Computer Aided Speckle Interferometry) on the other hand, eliminates all this
procedures. Instead of recording speckles on film the pattern is directly digitized into gray
levels using a CCD (Charged Couple Device) camera. The digitized speckle pattern is
processed in a computer using different techniques of digitel image analysis and pattern
recognition. The result can be either in terms of Young’s fringes or isothetic fringes identical
to that produced by the photographic process. Or more advantageously, the result can be
directly in terms of displacement, strain or stress contours. Furthermore the traditional

photographic approach, excessive rigid body displacement between exposures often results




in speckle decorrelation leading to the disappearance of fringes. In CASI, however, rigid
body displacement between two speckle patierns is uniimited in practical terms, for the
two digital immages can always be shifted digitally towards each other for superposition.

The development of CASI evolves gradually. We started out by digital processing
the photographically obtained Young’s fringe patterns [1). Then we studied the optimal
resolution for correlation calculation for both laser [3] and white light [4] speckle patterns.
It finally culminated via a different approach to the development of CASI {20, 27, 28] And
we checked the range of applicability of CASI using the well established strain gage and
moire technique [33]. CASI may be considered as a major milestone in the development
of experimental techniques of stress analysis. For the first time, full field stress/strain
information can be obtained without sophisticated instrumentation, without modification
of, or attachment to, the surface of a specimen. And the process is fully automated. Many
applications await.

While carrying out the fundamental developments of CASI, we concurrently applied
the one beam laser speckle interferometry technique to two important problems of Army
interest. The first is an application of the technique to the study of gun oscillation during
firing. We first tested the approach to investigating the transient vibration of a cantilever
beam (7). After convinced of its accuracy and sensitivity we applied it to the monitoring
of muzzle oscillation of a 20 mm Vulcan gun during actual firing. This was done at the
Army Ballistic Research Laboratory. The data is still being analyzed for the purpose of
developing a computer model. Some data analysis scheme has been developed (10].

The second is the application of laser speckle method to monitoring material response

under testing conditions of high strain rate, high temperature and high heating rate [17].
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This experiment was carried out at Dr. Tony Chou’s laboratory in Army Material Tech-
nology Laboratory. Traditional strain measuring methods give an average strain over a
certain gage length over which the strain distribution may or may not be uniform. Laser
speckle technique is capable of giving the variution of strain over the entire gage length.
Being optical the response is instantaneous. And it has been demonstrated that the speckle
is not influenced by high temperature and high heating rate, More extensive studies along

this line will be pursuit by both Dr. Chou of MTL and us.

3.4 Development of LSS (Laser Speckle Sensor) and Its Applications 2, 6, 12,
13, 15, 18, 19, 22, 24, 24, 25, 29, 30, 31]

LSS (Laser Speckle Sensor) is a completely new technique that is developed under
this project. A narrow laser beam {instead of a expunded laser beam used in CASI)
impinges upon a specimen surface. The scattering laser speckle field which carries the
surface texture information is directly digitized using a CCD camera. When the specimen
deforms plastically the surface roughness chan?es resulting in a different scattering pattern.
Various image processing techniques such as statistical contrast [6], fractal [15], correlation
(18], spectrum analysis [24] and moment [30] have been used to analyze the pattern and to
correlate with the deformation. A light scattering theory [12, 23] is developed to predict
the optical field and the surface rougnness and plastic strain. LSS has been successfully
applied to the determination of plastic strain of metals under various loading conditions {2,
18, 23, 24, 25] and the mapping of plastic zone (13, 29]. In the process we also investigated
the underlying mechanism that gives rise to surface roughness upon plastic deformation
[31). We find that while there are many factors contributing to the formation of surface

roughness, the vertica]l RMS roughness is largely due to the low frequency signal resulting
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from grain rotation. The horizontal roughness parameter in terms of correlation length is
found to be linearly proportional to average grain size and becomes saturated at certain
plastic deformation. We also find that for the four metals (copper, aluminum, S. steel
and h.r. steel) we studied the process of surface roughening under plastic deformation
is isotropic and that for a given RMS roughness the total effective strain is the same
irrespective of loading path provided that there is no revers2 loading [18, 25]. And we find
that LSS can be successfully employed as a tool to assess material damage [19,30].

We discover that the conventional surface roughness measurement using mechanical
profilometer does not give adequate information concerning surface texture. We find that
surfaces produced by different machining processes give rise to distinctly different speckle
patterns while their RMS roughnesses as measured by mechanical profilometer are the
same. It is expected that further research along this direction may result in better surface
texture characterization standards to be used in industry.

Surface roughness produced by fatigue is fundamentally different form that due to

simple plastic deformation. And the resulting speckle pattern is also quite different. We

have found that we can use the statistical contrast value of the scattered speckle patterns {2

and other image processing parameters to assess a material’s stage of fatigue and damage
[2, 6, 19, 22, 30]. In one study {2] we were :Dble to predict the initiation of fatigue crack
and its propagation path to a considerable accuracy. But in-depth study awaits to be
done in order to exploit the full potential of LSS, especially its application to the study of
material aging. It is worth emphasizing that LSS is a non-contact technique that can probe

a surface area only a fraction of mm? and reveals detailed information on surface texture

unobtainable by conventional means.
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. 6. Appencices

Digital processing of Young's fringes in speckle photograpi.

D. J. Chen . .
F. P. Chisng, MEMBER SPIE
State University of New York
Department of Mechanical Engineering
Laboratory for Experimental

Mechanics Research
Stony Brook, New York 11794-2300

Abstract. A new technique for fully automatic diffraction fringe measur.
mentin pointwise analysis of speckle photographs is presented. The frings
onentation and spacing are initislly estimated with the help of 3 1.D fast
Fourier transform (FFT). A 2-D convolution filter is then applied to snhance
the estimated image. A fringe pattern with high signal-to-noise ratio is
achieved, which makes fessible precise determination of the dispiacement
components. The halo effect is aiso optimally eliminated in a new way by
a halo-division technique. High reliability end accurate determination of
displscement componaents are achieved over 1, wide range of fringe den-
sities, with the computation time comparing favorably with those for the
2-D autocorreiation method and the iterative 2-D FFT method.

Subject terms: speckle photography; diffraction fringe pattermn; haio effect; fast
Founer transform; spatial domain; spectral domain; convolution; Hanning window.

Optical Engineering 29(11), 1413-1420 (November 1990).
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1. INTRODUCTION

Double-exposure speckle photography isa well-established whole-
field technique for measunng in-plane displacement and surface
rotation.'2 [n its basic form, the object to be studied is illu-
minated by a divergent laser beam or white light beam and is
imaged by a camera onto film. By double exposure, with the
specimen being deformed between the exposures, two speckle
patterns are recorded on the same film. Iln the analysis, the
in-plane displacement vector of any point on the object surface
can be determined by measuring the separation of the two speckle
patterns at the corresponding point on the developed film. This
is normally done by probing the photograph with a natrow laser
beam. The far-field diffraction pattern consists of speckled co-
sine-squared fringes similar to Young's fringes, modulated by
a diffraction halo (Fig. 1). The fringes are perpendicular to the
direction of the displacement vector d(w,v) and have a spacing

Paper 2619 received July 25. 1988, revised manuscnpt received Apnil 10, 1990;

accepied for publicsion Apni 26. 1990 msmucmnmof%wl.

P08, Dearbors. Mich The paper preemued bt sppeas omelerody i SPLE
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S that is inversely proportional to the magnitude of the displace-
ment, i.c.,

AL
d.MS' 1))

where A is the wavelength of the light source. L is the effective
distance between the speckiegraph and the diffraction plane, and
M is the magnification of the recording system. The displacement
components can be obtained from

wu=dcosa ., v = dsina, ' [p])
where a is the angle between the displacemnent vector and the
x-axis. Thus, by measuring the spacing and direction of the fringe
pattern on a square mesh covering the photograph. one cah obtain
the compiete 2-D displacement field.

The evaluation of these parameters by eye is time consuming
and relies heavily on the operator’s subjective skills. For this
reason, several automatic fringe analysis systems have been de-*
veloped that combine an optical system with digital signal pro-
cessing. The main difficulty that any such system must overcome
is the noise in the diffraction halo.

There are two basic approaches to this problem. In one,
fringes are integrated along the fringe direction, thereby reducing
the amount of data considersbly, from a 2-D pattern to a I-D
signal. >* Recently, the trend has been toward the development
of image processing algorithms capable of detecting and mea-
suring the 2-D image. Some methods achieve good noise im-
munity and accurate determination of displacement compo-
nents.** Ochers apylz simple algorithms that remarkably reduce
the computing time >

In this paper, we describe a fully automated technique in
which the fringe pattem is first digitized by a video camera and
then transmitted into a VAX-11730 computer. Fring¢ spacing
and orientation are initially estimated by means of a T-Q_ fast
Fourier transform (FFT). An opumum enhancement filter i1s cho-
sen based on the 2-D spectral analysis of the fringe pattem. For
each fringe patters, a suitable 2-D convolutional Haining win-
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Fig. 1. Young's fringe .

dow is applied according to the initial estimation. A high signal-
to-noise ratio (SNR) fringe pattern is achieved, making feasible
a high accuracy determination of fringe spacing along two or-
thogonal scanning directions. Furthermore, because of the vary-
ing irradiance of the diffraction halo, fringe shiftin! has a sig-
nificant effect on the fringe spacing determination'?; therefore,
we introduce a divisional halo-elimination technique before en-
hancement. A further reduction in computing time is achieved
by modulating each Hanning window into an integral window.
The performance of this program is tested on a rigid-body ro-
tation of a disk of 82 mm diameter. High reliability (100%
success rrie down to fringe visibilities of 10%) and accurate
determination of displacement components (0.04 um and 0.12°
in standard deviation) are achieved over a wide range of fringe
densities of 3 to S0 per frarc pattern. The computing time
compares favorably with those of the 2-D averaged autocorre-
lation and the iterative 2-D FFT methods.®” Average processing
time for each fringe pattern is about 25 s,

2. DESCRIFTION OF TAE SYSTEM .

The system is shown in "“ig. 2. The specklegram is mounted on
a 2-D motor-driven stage to be scanned by a laser beam. The
impinging laser has a spot size of about 0.6 mm. It produces a
diffraction pattern of Young's fringes madulated by a halo func-
tion on the viewing screen. The fninge pattern is captured by a
TV camera with a frame resolution of 256 x 256 pixels. The
viewing screen is a rectangular glass plate. with the undiffracted
part of the laser beam blocked by a central stop on the screen.
The light intensity of the fringe pattern ts first digitized by an
analog-to-digital converter (ADC) and then transmitted into a
VAX-11/730 computer through an 8-bit O pon. Step motor
controllers are operated either manually or avtomatically by the
given program through another 'O port of the computer. l

3. DIFFRACTION FRINGE PATTERN AND RELATED
SPECTRAL ANALYSIS

3.1. Diffraction fringe pattern '
ldealgy. the intensity of the diffraction fringe pattern has the
form

fix.y) = lo(x.y) [l + Veos (-2-“—:1—‘-)] . (3).

where r = (x,y) is the positior, vector on the diffraction screen,

-d = (u,v) is the displacement vector on the specklegram, A i

the wavelength of the light source, L is the distance between the
specklegram plane and the diffraction piane, V is the fringe
visibility of the diffraction pritern, and /o(x. y) is the diffmum'
halo, which is theoreticaily given by?

412, 2
. ) _ ()], - 1'.)
fox.y) {"‘“"(m.) (m) [' (o:. ] } ' “’.
where r =3/ 537, D is the diameter of the recorit.g ‘ens,
and q is the recording image distance. A sectional view of
diffraction Young's frings. pattern is shown in Fig. 3, wherei

" the unit of the x-coordinate i the discrete pixel.

specule s l
| laser camers ._] '
mage slane l
1Y gtage
OI0r COMIQUN! o w e v = = - VAXYI1/730 A/D l
VT-240 l {

Jtotter i slorege nentor

1ermngi ! l
Fig. 2. System setup.
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3.2. Speciral analysis

A discrete spectrum of the digitized Young's fringe pattern is
carried out from the following discrete Fourier transform by use
of the FFT algocithm:

F(kl\ky) - .2"2| f(’n.nkxp [ v-z(——r—l—z-)] .

knky = 1.2, N, &)

where m and # arc discrete coordinates on the diffraction pattern,
which is referred t0 as the spatial domain, and k; and &, are
discrete codedinates on the transformed pattem, which is referred
0 a3 the rpectral domain. Figure 4 shows the spectrum of the
diffraction fringe pattern of Fig. 1. It is seen that the Young's
fnngepmemcmmapwamotmtofmghﬁeqmncym
which spresds over the whole spectral domain

4. PROCEDURT, OF THE PROGRAM

There are four steps in the processing of the diffraction Young's
friange pattern. First, two {-D signals along two orthogonal di-

rections are extracizd from the 2-D Young's fringe pattem, and
the fringe spacing and orientation are roughly estimated based
on the peak posiuons of the spectra of those 1-D signals. Second,

we introduce 8 halo-division technique to eliminate the fringe
shifting effect resuiting from the halo function. In the third step,

the fringe enhancement process is applied by convolving proper
Hanning window o the 2-D fringe pattern. The window size
¥ orientation are determined by the fringe specing and ori-
ontation found in the previous step. The last stage of the program
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Fig. 8. Fky), the 1-D FFT of #(m),

is the determination of the fringe spacing anc orientation, which
is Dasically a 2-D scanning process over the enhanced fnnge
pattern.

4.1. Initial estimation of fringe spacing and orientation

An FFT algorithm is applied to the two 1-D signals, obtained
from the original fringe pattern along two orthogonal directions,
the x-axis and y-axis. The operations are given by

N
Flk,) = -z_lf(m)e«‘P(" E";vﬂ't-') . =12 N, (6)
Flk,) = 2 f(n)exp( .2’;’,"*) Lo m 12N, v}

where f(m) and f(n) are one-dimensions} signals picked up from
the diffraction pattem f(m.n) along the x-axis and y-axis and
F(ke) and F(k,) are 1-D spectra of f(m) and f(n), respectively.

It is seen that each of the 1-D spectry, for insuance. F(k,),
consists of a broadened delia function at k, = 0 and two con-
jugate broadened delta functions at fringe frequencies k, = ke,
and k; = —k.. Because of the undesirable effect of the broad-
ened zero-order peak on the signal peak detection, especially
for fringe patterns with lower visibilities, the low frequency peak
is removed by subtracting lo(m) from f(m), and lo{#) from f(n),
before transformation, where /o{m) and lo(n) are i-D signals
extracted from the 2-D diffraction halo function /o(m.n), which
is evaluated by smoothing the average of several diffraction halos
on different points of a single-exposure photograph. The Fourier
transform of f(m) — lo(m), denoted by f'(m), is shown in Fig.
5. From the detected maximum locatior. co the spectra of the
1-D signals, initial values of fringe orientation and spacing are
obtained. Since the detected maximum locations are restricted
by the pixel sesolution of the digital image, the fringe spacing
and orientation thus obtained are n~: the accurate final solutions.

But this rough estimation provides sufficient information about
the fringe pattern for the later enharcement process.

In practice, two additional 1-D signals along two other or-
thogonal axes are used to achieve highly relisble estimation. For
example, we consider the fringe pattern in Fig. 1. The maximum
values in the corresponding spectrum F'(k,) are too close to the
center of the spectrum to be detected. Therefore, the detected
maximum locations along the k, direction are not reliable. In
this case the peak locations in spectrum F'(k,) are determuned
by measuning the maximum locabons in spectra of two other
1-D signals picked out along axes a1 +45° and - 45° with respect

10 the x-axis.
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Fig. 7. 2-0 Menning window.

The computation for the above initial estimation is 4Vlog.N
multiplications and N? + 4NlogaN additions, requiring about
3 5. For later use, let the four estimated peak position values of
the four 1-I' spectra be marked in & decreasing way, i.e.,
kenaxs kui2o ki3 800 kina.

4.2. Eakancemest: spatial convolution method
l(isevidemftommespectm distribution (FFig. 4) that ti signal
ts concentrated near the region of ky= +ka, ky= +ky and

= ko, k,= < k,, whereas the noise is spread over the whole
spectnl domain. Thus, by applying a8 2-D rectanguiar pripil
function in the spectral domair, we considerably enhance the
SNR. The pupil function can be expressod as

H(k..kg.{('): kil €K, b € Ky ®
where k; and ks w2 discrete coondinates on the spatial doensin
along directions of initially estimsied kaus 804 ke, 30

Kiywigatnt,, Kymke,+n,, )

where k., is the width cf the scattered delts functions in the
spectral domain (Fig. $) and v is a proportional constant whose
theoretical value is 0.5 and is chiosen &3 2.5 in our conservative
window design. For convenience, we assume that the & and k;
coordinates are along the &, and k, wi2s, respectively.

As we know, convolving two images in the spatial domain
is equivalent to multiplying the Fourier transforms of the two
images in the spectral domain; i.e., if

F'lky &) & F(h, k)H(k k) . ki k= 12, N, (10)
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Theoretically, the Fourier transform of the rectangular pupil
function H(k,, k3) is given by

sin(2emK(/N) sin(ZwnKyN)
2wmK,/N 2makyN '

Mm,5) = (13

where A(m, n) is the spectium of the pupil function (see Fig. 6)
and m and » are dixrete coordinates in the spatial domain coe-
responding ‘o the spectral coordinates k; and k2, respectively. l
However, from the figure we know that A(m.n) is a spatially
widespread function, which makes the convolution calculaion
very time consuming. Therefore, we introduce the following
2-D Hanning window (see Fig. 7): l

| € N2, ol € N2,
elsewhere |

{ cos’(wmN, )cos’(wniN,)
A(mn) = {
0 0

where N; = N/K; and N, = N/K3. This window is an easily
evaluated snd spetially finite function since N; and ¥, ace

less than N when high fringe deasity patterns are handled, while
diminished N; and N, sre also obtained with low fringe density
patterns since a resolution compression technique is spplied,
shown in the following parsgraph.

In the software, four windows, criented along the
x- and y-axis and st +45° and ~45° with respect to the x-axis
are prepared. The orieatation of each selocted window
on the initial estimated fringe orientation. For each friage pat
tern, one of the four windows lying in dhe same orientstica as
the earlier estimmted ku is selocted. In dealing with
fringe densities, Wmmumo{ﬁz
windows, a resolution nchquuwbcfuetbe
enhancenent. For 3 to 7 fringes the image is compressed to a
resolution of 64 X 64; for 8 to 18 fringes, it is compressed
128 x 128; and for more than 19 fringes, it remains the origi
resolution (256 X 256). It is seen that fringe patterns containing
a density of up to 50 fringes can be processed successfully
becauscnhxghumo!mauimedforh:gtnfnnn&wm
Furthermore, & high provessing speed is schieved since
resolutions ere selected for lower density fringe patterns, which

appear in most cases. g

(14)
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Fig. 9. Sectixnal view of enhanced fringe.

In practice, since an addition operation is about eight times
o fast as a multiplication operation in a minicomputer, a further
reduction in computing time is achieved by using integral-mod-
Jated Hanning windows. These integral windows make it pos-
sibie for the convolutional process to be carried out by addition
operattons. Four matrices of 4 X 7 are selected as the practical
Hinning windows. One of these integral windows, oriented along
the x-axis, 15 as follows: .

122211
1233321
1233321
112221

(15)

ft 15 seen that only N2 multiplications and 49N additions (about
Xs for an image of size 128 x 128), are employed in the pro-
cess, which compares favorably with the 2-D autocorrelation
method (A° multiplications) end the 2-D FFT method (N’logaN
multiplications in the estimating of H(km, ka) a0d much more
i steps of the Newton-Raphson steepest ascent algorithm in
evaluating H(k,, k,)}. Tne spectrum of the processed fringe
pen 18 shown in Fiz 8, and a sectional view of the processed
kinge pattern is shows in Fig. 9.

43, Ettminstion - the halo effect

As proposed by :ecson and Kaufmann,'? fringe shifting re-
siting from varying irradiance of the diffraction halo has a
ugnificar., effect on the analysis of Young's fringe patterns For
Bis reszon, a halo subtraction techmque, as used in the ingt%ﬂ
&ra0n in vur program, has been used by many authors.>
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Fig. 10. Sectional view of final fringe.

In practice, however, the halo is not added but modulated with
the fringe pattem. Therefore, the subtractive operation cannet
alleviaie the halo effect completely, although some improved
results has been achieved. Others have used a minimum position
detection technique that achieves perfect elimination of the halo
effect when fringe visibility approaches unity.® In the present
program a halo division technique is applied before the enhance-
ment process. The process is in the form

Cl(m.n)

Fimm) = )

(16)

where C is a given proper constant. After the snhancement pro-
cessing on /'(m,n), the final fringe pattem is, theoretically, in
=-the form

Fimn) = | + Vcos(z—“—:i!)

{n
A sectional view of the resulting /"(m,n) is shown in Fig. 10.
Compared to Fig. 9, it is in an almost compieiely halo-free form
regardiess of the fringe visibility.

4.4. Determination of fringe spacing and orlentstion
Four scanning sections with different oricntations, along the
x-axis, the y-axis, and at +45° and —45° with respect to the
£-axis, are prepared. Scanning directions are selected according
to the initinlly estimated fringe onientation. For each image two
orthogonal directions paralle! to the directions of the initially
estimated ka; and kw, are employed. _ _
Since good quality fringe patterns have been achieved in the
process, the detection of the fringe peaks becomes quite simple.
Once an intensity is found to be higher than those intensities of
the L, pixels before the present point along the scanning direction
and not less than those of the L pixels after the present point,
a fringe peak is detected. Ly and L, are given proper constants,
Figure 11 is a histogram of the detected spacing along a direction
of +45° with respect to the x-axis of the above processed fringe
partern. It is seen that the spacing values are in quite good
distribution, concentrating on a narrow range. The final fringe
spacing along this direction is then evaluated by the weighted
average of all of the near-peak spacing values, High accuracy
15 obtmuned because rare and far-spread values are not taken into
account. Another factor for yielding high accuracy spacing slong
each scanaing direction 18 that a large number of discrete spacing

P RS . .
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Fig. 11. Histogram of detected spacing values.

values are cbtained before averaging (about 100 for 3 fringes,
about 1000 for 10 fnnges, and about 6500 discrete values for
40 fringes are detected). The larger the fnnge number, the larger
the number of discrete spacing values achieved. It is reasonable
to point out that the accuracy of measured spacing in each scan-
ning direction will increase with the iacrease of fringe number
within an appropnate range of fringe density. It should also be
noted that the accuracy of averaged spacing in both scanning
directions is not restricted by the image resolution since a small
increase in one of the discrete spacings will result in a small
decrease i the adjacent spacing, and the average result will not
be disturbed.

Fringe spacing and onentation of the fringe pastern are de-
termined by

AR
S . —ot (18)
VS.’*E;
S
6 = arctan 3 + B0y o 19

where 0 1s the anigle between the center fringe and the y-axis, i
and ; stand for two orthogonal scanning vectors, and 8o, 15 2
constant depending on i and j only. The orientation of the dis-
placement vector ts perpendicular to the fringes, i.e.,

axy, (20}

where a is the angle between the displacement vector d and the
x-axis. The amplitude of the displacement vector is determined
by

12
"L l l
d M'(E,! + 3;/5) 2

where M’ is a magnification factor that is the resultant factor of
both the specklegram recording magnification and the digitiza-
tion magnification.

5. EXPERIMENTAL RESULTS

The performance of the descnbed program was tested expen-
mentally by use of speckle negauves having a distbution of
displacement. Rather than attempung to photograph a model

1418 / OPTICAL ENGINEERING / Novembar 1990 / Vol 29 No 11

- body displzcement or rotation occurs, the experiment was camey

'S

strained in a predetermined way, in which senous errors in
displacement values might be intioduced if unpredictable ng,g

out by means of rigid body rotation.

In a typical test, a circular plane object with a diameter o
82 mm was mounted on a rotational stage with the object surfac,
normal to the rotation and optical axes. The object was i}y,
minated by a laser beam with A = 0.632 um. The double.
exposure specklie photograph was recorded on a 10E7S plage
through an objective. 230 mm in focal length. at £/5.6 aperture
with a magnification of about 1:1. The speckie displacemen
therefore varied linearly with the distance from the center of
rotation. The displacement was evaiuated at nine points aloag
a helical track, with an equal separation of 4.4 mm 1n radws
and 22.5° in onentation (Fig. 12). The given rotation of the plate
was 0.100°, with displacement varying from 7 pm to 70 pum.
Comparison between theoretical and experimental values of the
displacement magnitude d is shown in Table I. and the fnnge
onentation 8 is shown in Table II. The maximum error of the
measured displacement was 0.094 um in magnitude and 0.192°
in onentation. The maximum relative error of the displacement
amplitude was 0.22%. The standard deviation of the measure.
ment was 0.04 um in magnitude (about 0.13% of actual dis.
placement) and 0.12° in orientation, respectively.

6. CONCLUSIONS

A fully automatic technique for Young's fringe processing in
speskis photography is developed. Good quality fringe pattems
are obtained through the enhancement process. The program is
written in FORTRAN. The performance of the program is tested
by a rotational cirzular plate. Displacement components with
high accuracy are achieved. The system is composed of a VAX- 11/
730 computer, a Hammamatsu C1000 video camera, and a 2.D
motor-Griven stage, equipment existing in our facility. The pro-
cess consumes about 16 s in data acquisition and 25 s in data
processing for each fringe pattern. It is suggested that a more
compact system may be developed using a personal computer
without adding any difficulties. Our further work involves
achieving such a system by using an IBM PC-AT and a Spectar
Javelin video camera. With the new system, higher processing
speed may be achieved. l
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Structural failure often is the result of metal
fatigue. We have seen in recent years a number of

airctaft disasters as a result of fatigue failure.

How to detect and measure fatigue damage in metallic

materials is therefore an important part of any stru-
cture integrity assurance program. It is customary in

the field to do inspections visually. While this app-

roach is definitely useful , it nevertheless is very
subjective and can only be effective when the damage
is substantial. In this paper we explore a non-contzct
and remote sensing technique using laser specales
which may someday be developed into a portable auto-

mated system for field inspection.

Speckle is the result of multiple interference
of numerous waves crossing one another. When an opti-
cally rough surface is illuminated by a coherent ra-
diation such as that from a laser beam, the reflected
wavelets from each and every point mutually interfere
te form an pattern of random fringes. These are the
speckles: and their properties are related to the
surface roughness. It is this relationship that we
are éxploring in our study.

It is well known that when a material experien-
ces plastic strain, jts surface roughness changes.

This change can be detected by the spatial spectrum
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variation of its resulting laser speckle pattern. And
since plastic strain preceeds fatigue crack initia-
tion, we can use it to monitor the fatigue process as
well.

It has been established that by starting with a
well polished specimen, its surface roughness increa-
ses (to a certain satuated level) when it experiences
increased plastic strain. And the path along which
the plastic strain is attained is immaterial as long
as the total effective strain is the same. A typical

surface roughness and plastic strain relationship is

shown In Fig. 1. _
When one illuminates a metal surface with a co-
llimated laser beam, the reflected wavelets spread
out into a spectrum depicting the spatial freque'cy
content of the surface roughness. It can be shown

that the variation of the reflected light intensity

may be exp.essed as

d< !> do
<I> hr=om _29(—;) (1)

along the direction of mirror reflection,and

d< > do 1 dT
—— ] ~ P R V4 23 A 7 el (2)
7S I 20 2(0) 2‘ 1 (Y’)

- -




along all other directions. In the above two equa-
tions €I >is the average intensity, V the direction
of diffracted light, ¢ the standard deviation of the
surface height function, T the correlation length of

the surface height function, and

g = [5F(1 + cos )c]? | (3)

where X\ is the wavelength of the incident light and

£ the incident angle. Typical diffraction patterns
from a metal surface at two levels of plastic strain
are shown in Figs. 2 and 3.

It is seen from Eq. (2) both the standard devi-
ation ¢ and the correlation length T of the surface
height function appear in the equation. Thus it 1is
more advantagous to use this part of the deflected
light for the characterization of surface roughness.

This fact is also qualitatively obvious from the two

diffraction patterns shown in Figs. 2 and 3.
There are many ways that one may choose to use
for extracting information from such a diffraction

pattern. The one we selected is a scheme used in the

displine of pattern recognition for extracting texture
of an image. We window out a portion of the higher

spatial frequency domain of the diffraction spectrum,




.

digitize it into gray levels, and then calculate the
statistical contrast value of the pattern using the

following formula:

CON =3 (i —3)*P(i,J) (4)

where P(i,j) is the propability density function of
a pair of gray levels.

We use the CON value to Ealibrate measured str-
ains of an aluminum specimen (1100-H14) in tension.
The result is as shown in Fig. 4. We find that the
CON value increases monotonically with respect to
total strain until about 1.2% and plastic strain
until about 0.9%. Beyond these points the CON values
start to decrease with increased strain. From Fig. 1
we k w that the surface roughness is still 1increa-
sing at this level of deformation. Apparently the
CON value is no lcnger sufficient to characterize it.
However we shall demonstrate in the tfollowing that
the CON value nevertheless is quite effective in pre-
dicting the onset of fatigue crack initiation and
propagation.

We applied the CON method to monitoring plastic
strains at nine points surrounding the tip region of

a saw-cut notch in an aluminum specimen under cyclic




bending stress. The geometry of the specimen and con-
figuration of the points are as shown in Figs. 5 and
6, respectively.

The specimen was mounted in a fatigue machine
capable of rendering cyclic bending load. At prede-

termined cycles the machine was stopped and a laser

- - ———— e ¢ .

been was used to lllumlnate the nine selected points
sequentially. The resulting diffraction spectrum was
received on a ground glass and & window of its high
frequency region was digitized. CON value was then
calculated for each of these digitized images. And
the result was plotted as shown in Fig. 7.

It is interesting to note that along points 2,
5 and 8, which was the eventual crack propagation

path, the CON value increased drastically at certain

cycles of loading. On the other hand, it stayed almost

stationary at all other points, which were merely
0.06 inch away from the path of eventual crack pro-
pagation. This experiment was performed on an alumi-
num specimen with an initial surface roughness of
o.7 pMm,

At the conference we shall also present results

from specimens made of metal matrix composites.
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Optimal Saﬁlplihg Resolution and Range of Measurement in Digital

Speckle Correlation: Part I. Laser Speckle Method

D.J.Chen and F.P.Chiang

Digital speckle correlation (or referred to as digital image correlation method) is an ideal tech-
nique in surface deformation measurement 234, In its basic form, two digital speckle patterns of
the object under study are taken by a video camera before and after the deformation of the object.
By means of digital correlation hetween subsets chosen from the two images, both displacement

components and deformation components in each local region can be deduced >4,

However, unlike the normal speckle photography in which the resolution of the recording film
is generally abundant, the digital resolution of a video camera is limited. Therefore, there is a
trade-off between reliability and the capability of measurement. In this paper we explore the opti-
mal sampling resolution of the laser speckle pattern;\fpon which the speckle intensity is sufficiently
registered and meanwhile the maximum measurement capability of the equipment is employed.
The employed system in data acquisition and image processing is shown in Fig.1. It consicts of a
TV camera, an A/D converter, a camera controller and a computer. The object is illuminated by a
collimated coherent light beam and obscrved using a vidco camera with flexible frame resolutions of
256 x 256, 512 x 512 or 1024 x 1024 pixels. The light intensity of the speckle pattern is digitized by
the analog-to-digital converter (ADC) and then transfered into the VAX-11/730 computer through
an 8-bit I/0O port with discrete intensity of 256 levels. The computer controls the data acquisition
system, stores the digitized image data, perforius the correlation calculations, and interfaces with

the graphic peripherals for a display of results.

A statistical analysis of the subjective spechle patternas performed with emphasis on spectral

investigation. Intensity of one typical subjective speckle is shown in Fig.2, in which D,, the diameter

of the subjective speckle is determined by
D, =2.11\q/ Dy, (1

where X is the wavelength of the illuminating luser light, Dy is the aperture diameter of the recording
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lens and g is the imaging distance of the optical system. Results show that the spectral distribution
of the speckle pattern, which dc.ainates the requirement of the sampling resolution, is also mainly
determined by the lens aperture and the imaging distance of the recording optical system (Fig.3).

A theoretical optimal sampling interval of

= Ag/(20;)
= D,/4.88,

is obtained using the Shannon sampling theorem ¥, Furthermore, since a bilinear mtcrpolatlon is
generally used in practice to achieve subpixel resolution for accurate determination of deformation
components, an optimal sampling resolution for bilincar interpolation is carried out based on spec-
tral distortion analysis. Capabilities such as accuracy and maximum measurable area are obtained.
A method of increasing the upper-limit of measurement is also given by changing the tecording
arrangement of the optical system.

In the experimental verification of the optimal sampling resolution, a rigid body translation,
which involves less decorrelation than all kinds of deformations, is tested using normalized-Product
(NProd) method ¢, An area of 8.5 x 8.5mm? is recorded by a micro-lens of f = 90™™ at magnifica-
tion M =1 and Fj = 22. The typical speckle size is D, = 67.94pm. The subjective speckle patterns
ate digitized by frame resolutions of 1024 x 1024, 512 x 512, 256 x 256 and 128 x 128 elements
with real pixel distances of § = 0.125D,, § = 0.25D,, § = 0.50D, and § = 1.00D,, respectively.
The dimension of the selected subnuagc from the undeformed image is 15 x 15 elements and the
dimension the selected searching rcgwn on the deformed image is 65 x 65 elements. Sectional views
of interpolated speckle patterns from the above four different sampling resolutions are shown in
Fig.4a-d. It is scen that as the sampling resolution decreases, higher sngual frequency components
are gradually lost and less intensity contrast is preserved. But as long as § = 0.250,, most of the

speckle frequency components and most of the covariance of the speckle patteen are registered.

A mean-elimination process is first applicd on hoth deformed and undelormed images before
bilinear interpolation and correlation processes. The oflect of this process on correlation evalu.
ation is shown in Fig.5, where Fig.5a presents the corielation of two images without applying

mean-elimination and Fig.5h presents the correlation of the same images when mean-elimination is

applied. It is shown that in Fig.5b a zero-mean background is obtained and a much higher contrast

is achieved between the matching position and the nonmatching positious.

The effect of different samipling resolution on correlation evaluwation is shown in Figtia ¢ where




_4._.--!‘--—-—---—."- N N T W
.

——
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correlations between thedeformed and the reference speckle patierns interpolated from dxﬂ'ercnt
sampling resolutions with pxxcl distances of § = 0.125D,, § = 0.25D, and S = 0.50D, are pcro
formed. It is scen that the decrease in sampling resolution results in two effects in the NProd
correlation. One is the flattening of the matching hill which reduces the accuracy of measurement,
another is the increase of the maximum valuc in the background which reduces the reliability of
measurement. But as long as § = 0.25D,, the maximum value in the background of the Nprod
results is less than 0.5, which is much smaller than the matching value of 0.95. Thetefore, reliable

determination of deformation components can still be obtained. Thus, we choose our practical

optimal sampling interval as
S =D,/4
= O.Gf\q/DL.

(3)

It is scen that the digitel laser speckle correction method is capable of achieving accurate results
in deformation measurement although it generally requires a fine sampling resolution. 1t is therefore
a suitable method for measuring small deformations within a small area. Our further study shows

that in the applications of large deformation and large arca measurement a white light speckle

method is recommended !,
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Optimal Sampfing Resolution and Range of Mcasurenient in Digital Speckle
Correlation: Part II. White Light Speckle Method

D.J.Cher and F.P.Chiang

In the previous paper [, we investigated the optimal sampling resolution in the digital speckle
correlation technique while a laser speckle method is used. Because of the tiny speckle size, the
laser speckle correlation is not capable of solving problems related to either large deformation or
large area measurement. In this paper we investigate the optimal sampling resolution of the digital

speckle correlation while a white light speckle method is employed and explore the resulted range
of mcasurement.

The employed system in data acquisition and image processing is shown in Fig.1. It consists of a
TV camera, an A/D converter, a camera controller and a computer. The object is illuminated by a
collimated coherent light beam and observed using a video camera with flexible frame resolutions of
256 x 256, 512 x 512 or 1024 x 1024 pixels. The light intensity of the speckle pattern is digitized by
the analog-to-digital converter (ADC) and then transfered into the VAX-11/730 computer through
an 8-bit I/O port with discrete intensity of 256 levels. The computer controls the data acquisition
system, stores the digitized image data, performs the correlation calculations, and interfaces with

the graphic peripherals for a display of results.

Although they are very similar to cach other, the white light speckle and the laser speckle are dif-
ferent in the following aspects: (1) The formation of the subjective laser speckle obeys the principle
of coherent image formation while that of the white light speckle obeys the principle of incoherent
image formation. (2) The smallest speckle size and the range of spectral distribution of the laser
speckle pattern are determined by the lens aperture and imaging distance of the recording system
whereas in the white light speckle method they are determined by the smallest size of the artificial
speckles, e.g. the spherical bead particles in the retroreflective paint. and the magnification factor
of the optical system. (3) Since the artificial spee ke size can be made as large as required, white

light speckle method has its advautage over laser spechle method in large deformation and lage

289
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area measurement. -

In this study the surface treatment of the object is basically the same as that used by Chiang
and Asundif®l, The object is first coated with white paint and then with retroreflective liquid.
When the painted surface is illuminated by a white light beam, the light will be reflected back by
the beads in the retroreflective paint along the direction approximately same as the illuminating
direction. Thus the beads behave like individual point sources resulting in a random speckle pattern.
A statistical analysis of the speckle pattern is performed with emphasis on spectral investigation.
Results show that the range of spectral distribution of the white light speckle, which dominates
the sampling resolution requirement, is mainly determined by the smallest size of the spherical
beads in the retroreflective paint and the magnification factor of the optical system. An idealized
modcl of the light distribution of one white-light speckle is employed (Fig.2), thereby a spatial
finite approximation is obtained in the spectral domain of the speckle pattern (Fig.3). A theoretical
lower-limit of sampling resolution and a theoretical reconstruction function (Fig.4) are obtained

using the Shannon sampling theorem Pl The theoretical optimal sampling interval is obtained as

S =D,/4.88

1
=MD,/4.88, )

where M is the magnification of the optical system, D, is the smallest speckle diameter on the image
plane and D, is the smallest size of the spherical bead particles. Since a bilinear interpolation is
generally used in practice to achieved subpixel resolution for accurate determination of deformation

components 456

, an optimal sampling resolutien for bilincar interpolation is carried out through
spectral distortion analysis (Fig.5). Upper-limits of accuracy and maximum measurable arca are
obtained. Methods of increasing the upper-limit are also given by changing the typical size of
the spherical bead particles in the retroreflective paint and the magnification factor of the optical
system. Cxperimental data from practical speckle patterns using normalized-Product(NProd)l’!
method is given to verify the results. A practical optimal sampling interval of white-light speckle
pattern is obtained as
S =D,/4 @)
= MD,/4. '
It is seen that a much sparser sampling resolution is generally required for a white light speckle
pattern, and the correlation is therefore capable for neasurement of larger deformnation and larger
area compared with the laser speckle method!"i. The reculfs are consistent with the experience of
Chu et al ), whereby more reliable results are achievsd Iy the white light speckle method than the

laser speckle method,
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Representation and|Recognition of 3-D Curves t

. . Chong -!inah Lo and Hon-Son Don

* Department of Electrical Engsneering
State Unmvensity of New York
Stony Brook, New York 11794

Abstraet

The space curves are highly descriptive features for
3-D objects, Invariant representations [or space curves are
discussed in this paper. We introduce a complex waveform
representalion for space curves, The waveform s
parametrisad by arc length. We also propose an invariant
representation of space curves using the 3-D moment
invariants of their breskpoints. Space curve matching
using invariant global features is discussed. An Al(gtlzhm
for natching partially occluded 3-D curves is also
presented, in which an association graph is constructed
ftom local matchings. The meximal cliques of the graph
will determine the longest portion of the model cusves in
Lthe scene.

1. Introduction S

The space curves (3-D curves) are useful features for
ohject recognition. since they are: rich in information and
can e easily stored und manipulated. Space curves appear
in various computer representation of 3-D objects. The
boundary contours of objects or smooth regions in the
range data are space curves. On the other hand, the spine
axes of the generalized cylinders which represeats
elongated objects are also space cnrves (1,10 The curves
are distinct {rom other geonietric entities in that they
have an invariant and intrinyic parametrisation by their
own arc length. Volume and surface do not bave such a
natural parametrization. This parametrisation of space
curves provides & natural ordering of points on the curve,
and a natural correspondeace mapping belween two
cueves. Therefore, in curve matchiog problem, no more
computation is required to nd the point correspondence
than that to determine the relative offset between two
curves.

In this psper, we propose an invariant waveform
representation of the 3-D space curves. The waveform is

s This work was supported by the National Science Foundation

under Crant IR1-8710858 and U.S. Army Research Office under
Contract DAAL 038810033,

represented by a complex function. The magnitude of the
waveform is the nonaegative curvature function of the
space curve and the phase of the waveform depends on
the torsion of the space curve. The wavelorm vanishes
wherever the curvature vanishes. The phase of a complex
function is allowed to be undefined at a poiat, where the
function vanishes at that point. This invariant wavelorm
is unambiguously defined for any (smoothed) curve that
appears in the computer vision problems, and contains the
complete 3-D information of the curve. Tha curves can be
decomposed into smooth segnients by detecting.the snax.
imum curvature points called breakpoints. The feature
vector of 3-D moment invariants of the breakpoints is
snother invariant representation of the curve. The
observed curves and the model curves in the library are
represented as vectors of invariant global features. Each
data curve can be identified with a model curve by using
the statistical pattern classification techniques. This recog-
nition scheme is much fasler than those using the tem.
plate matching techniques [5|[11]. We will show that the
olfset parameter can be quichly deterinined by matching
their wavefermms. The ollset parameter determines the
point correspondence mapping hetween the dats curve
and model curve. The relative orientation and transiation
between these two curves can then be computed by the
algorithm discussed in Section 3.

When the curves in the scene are partially occluded,
their global features can not be used for pattern
classification. We propose a template/structural curve
matching algorithm for recognizing the partially occluded
space curves, More detailed discussion of Lhis approach is
given in section 4.

2. Invariant Representation of Space Curves

A regular space curve segment is a vector-value func
tion x: [e, 4] = R The derivatives of x exist and are con-
tinuous up through order & (k1) for sll ¢ in (e, }]. A reg-
ular space curve segment can always be reparametrized by
the arc length parameter. A curve parametrized by its arc
length is called a unit speed curve, In this paper, we shall




assume Lhat all space curves are unit speed curves, ‘The
curvature function «(s) of a unit epeed curve is the magni-

tidle of the wvector Geld .%I- along the curve, and

]
ele) = Viz J+{y J'+iz ). The principal normal vector field
N(s} is defined by the direction of %— at each point on
the curve The binormal vector field is defined as [6]

B(s)m Te)xR(e): - (1)
The torsion function is defined by
rla)m - < B'{e), Rls) > (2)

The triple {7,7.5) forms a local orthonormal system at
each point of the space curve. The normal vector, binor-
mal vector and torsion can be unambiguously defined only
at those points where the curvatures do not vanish. A
straight line in 3-D space has a vanishing curvature func-
tion, so its torsion function can not be defined. The evolu-
tion of |FR.H) along the curve is governed by the
Frenet-Serret equation.

(7(0), B (e), B (0)) m= A [Tlo) M), BOHT. (3)

where A is the [ollowing 3x3 matrix

0 «&(¢) O
Amlx(s) 0 ta) (1)
0 -rfe) O

Any regular curve of ¢* with x>0 is completely
determined, up to position and orientation, by its curva-
ture and torsion. In computer vision problem, the data of
a space curve are available in the form of a list of 3-D
points which are the sampled and digitized values of a
piecewisely smooth space curve equations. We smooth the
curve by passing it through a Gaussian filter of suitable
bandwidth, so that the smoothed version of the curve has
sullicient differentiability, but still preserves the shape
characteristics of the curve. In the following, we shall dis-
cuss two representations for curves using the dillerential
geometric descriptors of their smoothed versions.

Compler Waveform Representution

We represent space curve as a complex waveform
whose magnitude is the nonnegative curvaturs functivn
and whose phase depends on its torsion function. The
complex function csn be defined at every point on the
curve, even at those points whose curvatures vanish, The
complex function for a (smoothed) space curve is deflued
as .

I{o) = a{sJexp/2ast0), (5)

and /{s) ws 0, whenever a{s) 0. A{e) in {5) is called heli-
city, which is defined at every point where «(+)>0, by

Ar) = %(‘-‘.-)L. (8)
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Breakpoint Representation

The breakpoints may correepond to local curvature
maxima or points where the tangent vectors are discon-
tinuous. The tangent vertor disconlinuities are signilicant,
because they are the control points for spline reconstruc-
tion of the surve. The significant changes in curvature of
the smoothed curves are analyzed over a range of spatial
scales. Curvature maxima found at mulitiple scales can be
located at the finest scale. The ordered list of the break-
points is an elegant representation of the space curve.

3. Matching and Recognition of Space Curves

In this section, we shall present algorithms for space
curve matching using invariant global features extracted
from the complex waveforms or the lists of breakpoints.
The curves can be reliably identified by the feature vec.
tors when occlusion does not occur. The are lengths of the

curves depeud to some extent on the orientations of the
curves, because different amount of digitizing noises are
introduced Into the curves at different orientations. There-
fore, the total length of the curve is a random variable
and should be considered as one of the components in the
global feature vector. Once a data curve has been
identifed wilh & model curve, tbe relative aligament and
Euclidean tracsformation betwsen the data curvé and the
correaponding model curve will be determined by a pro-
cedure described later in this section. In the following, we
shall discuss the global feature extraction for closed con-
tours, open 3-D curves, and the lists of breakpoiats.

3.1. Global Feature Extraction

3.1.1. Fourier Descriptor

The boundary contours of objects or smooth regivhs
in the rauge data are closed curves. The invariant
wavelorms of closed contours are periodic functions of the
arc length parameter. They can be expanded into Fourier
series. The data points on the boundary contours are usu-
ally extracted by contour following algorithms. Different
starting points for contour tracing may be selected from
the boundary. The magnitudes of the Fourier coefficients
are not aflected by the choice of the starting point. There-
fore, they can be chosen as the global features. We have
found in our experimental study that, using five to eight
Fourier leatures, it is possible to reliably classify various
contours iu the range data.

3.1.3. Legendre Function Expansion

Open space curve segments often appear in the com-
puter vision problems. Edges in the range data may oot
form closed curves. Moreover, the spine axes of the gen-
eralized cylinder representation of 3-D data are generally
open curves. Global shape features of the open curves can
be extracted from the orthogonal function exoansion. The*
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invariant waveforin of an open space curve can be
expressed as the [ollowing serics

0 - 2, -
HO) =% ke /1 _ip._- . y
{+) Ig: +3 I(L )] {7}

where £y (z)'y are the Legendre functions which are orthog-
onal over [-1, 1]. In (7), we have expressed the argument of
the Legendre function jn terms< of the arc length,
zm=2e/L-1, so that these functions are orthogonal over the
interval [0, L]. The complex coeflicients k are defined by
the integrais

b - W!(c)l,(%‘--l)a . (8)

The feature vector for an open space curve can be con-

structed {rom the real and imnaginary pasts of these
coefficients.

3.1.3. 3-D Moment Invariants of Breakpoints

The representation of space curve by an ordered list
of breakpoints is not invariant under 3-D transiation and
rotation. However, the curves can be invariantly
represented by scalar functivas derived from the 3-D
moments of the breakpoints. General and efficient con-
struction rules of the 3-D moment invariants are
presented in (7). Explicit expressions of invariant functions
which contain the second order and the third order
moments at2 given in [7]. Experimental study in [7] have
shown that the moment invariant features have high
discriminalive power for noisy data.

The data curve will be fied with a protolype, il
its feature vector falls in the Wion of that prototype in
the leature space. We found in the experiments that the
minimum distance cisssifier can be used for space curve
classilication.

3.3. Coordinate Transform Estimation

in the 3-D space, the input data curve segments can
be related to the corresponding model curves by an
Euclidean transformation which will minimise the integeal
t
AR Tg)m [|RE(s)+TF(0+0)| s , (9)
[
where 2(¢) and 7(s+4,) are the dota and the corresponding
model curve segments, respectively, R is the rotation
matrix, 7 is the transiation vector, and i, is the offset
parameter. After soms algebraic manipulation, the
integral can be expressed as

L 13
AR Ty )= {li‘(n)-i'.l‘h + {mm.n’a

13
- .2.| [Tl +ae}ds |- 2Te{RE,, (s4)), (10)
[ ]

where 7, is the average of #(¢) over [0, L|. The cross corre-
lation matrix is defined to be
L
2" (‘0) = I(;(' )"?Q’VY(' “‘lo)d‘ . (l l)
[]

The rotation matrix that maximizes the trace lerm in
(10), will minimize the integral A. The trace termn will
attain its maximum value Tr(A(s,)), Where A(s,) is the
singular valve matrix of L,,(so) in the following decompo-
sition

oy lee) = UltolAlsa)V(ra)" (12)
when

Risg) = V{eg)U(sp)" . (13)

Once A{s,) is determined, the translation vector #(sp) can
be calculated as
L 3

T(og) = B (1/L)[2(s)ds - (1/1.){7(. +ids (14)
[]

The offsel parameter is the value of s that will minimize
the following quantity

3 t
Aanles) = [1Fle)}-231%40 + {l?(' +ay)| 2o
¢

——

1 L
- T Tlerade 1 2To 00 (15)
[
The offsat parameter will determine the relative align-
..ment, orientation and position of the data and model
turves,

The iotegrals in (15} will be evalusted at every sam-
pled value of ¢, Each elemeut in the cross correlation
matrix can be calculated by FFT transforms. When the
pumber of sample points, A, in the discrele approxima-
tion of (15) is 258 or 812, the total matrix operation for
the whole sequence Ale), #¢ = 01,2, * +* ,M-1 bas more or
less the saine number of computation as that for the
evaluation of the cross correlation matrix. By introducing
the complex waveform matching, the above searching for
s, can be greatly speeded up. If the model curve segment
which starty at §lso) and ends at F{L+s,) is the Euclidean
transform iage of the data curve 2(s), then the invariant
shape waveforms of the twn curves will be exactly the
same. The offset parameter oy which miniizes (9) is one
of the zeroes of the functions D1(s,) or D3(s,) defined by

i

Difsg) = [11i(e) = Iols b0} | &0 . (10)
'
L

D2eg) = [IN(L0)~ DI (17)
'

where 7,(s) and I4(s) are invarisat shape waveforms of s{s)
and y(s), respectively. &(s) is evaluated a.t each zero of
D1{s,) or D2(sy) and the ofiset parameter i, is the one that
predicts the smallest value of afed) Therelore, we scarch
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for s, in the neighborhood of every pronounced local
minima of Dt{s) or D2(s,). The rotation tatrices calcu-
lated from the ecross correlation matrix of mismatchad
curves are generally improper orthogonal matrices [2]. By
checking the determinants of rotation matrices at various
loeal minima. we shall be able ‘to efficiently reduce the
search space of the offset parameter.

If the data are not very poisy and “the breskpoints on
the curve can be reliably extracted, the rotation transfor-
mation between the dats and inodel curves can be more
efliciently determined from the rrlative orienlation of the
principal axes of their breakpoint sets [7}(9).

4. Matching Partially Occluded Curves

When one object is occluded by another object, the
boundsry curve of the occluded object contains boun-
daries from both objects. The global leatures of the boun-
dary curves can not be used for classification. We may
have to divide the boundary surve into segments, and
malch each segment to the curves of the model objects. ln
general, the scene may contain many discontinuous pieces
of various model curves. We shall determine the largest
portion of esch model curve existing in the scene and its
position and orientation relative to its standard position.
Our approach is to decomposc n given data curve into &
set of curve segments { 5(s)'s }. Each z,{s) is used as s
template and matched to various portions of each model

curve y;{+) whose length is not shorter than that of z(s)"

The list of breakpoints will guide the decomposition of
data curve into templates. The intersection of boundaries
of two objects will generally be a breakpoint. Therefore,
templates cag be the curve segments between breakpoints,
The messure of the mismatch is the expression given in
(), or its equivalent in (15). Appropriate subscripts must
he intrnduced to those equationy, because each piece, =,(¢),
on the data curve will match to every model curve y, (1) in
the library. Ambiguities often occur when & template can
locally match to several model curves, or to various por-
tions of a model curve, These ambiguities can be resolved
_when the structural informativn is taken into account.
Moceover, the longest seginent of a model curve in the
scene can be determined, when the maximal set of mutu-
ally compatible matches to that model curve is found.
The Euclidean transformations of these matches calcu-
lated from (13) and (14) decide their structural compati-
bilities. To find the maximal set of mutually compatible
matches, an association graph is constructed as [lollows.
The node of the association graph is the pair of the
matched curve segments (5{s), y;{sate+ L)), where z{s) is a
template and y(s,04+L) I8 3 segment of the jii model
curve with end points at y,{s,) and y,(sg+L;). Two nodes
ore connected by an edge, il the two templates in them
match to the same model curve, and the relative
Euclidean transformation parameters ol these two
matches are identical. The maximal cliques in the associa-
tion graph are determiined. Each clique is associated with
otily one mode! curve. ‘The part of the model curve which
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appears in the scene is the union of all the templates in its
clique. Furthermore, il the observable part of one model
curve is entirely contained in the observable part of
snother model curve, we assert that only the latter
appears in the scene. ‘

The naximal cliques can be found by recursive pro-
cedures [3,4]. They have worst case complexity of
exponential time. The templa'e/structural curve matching
algorithm may require large amount of computation. The
computation can be reduced if wo divide each data curves
into small number of long curve segments, and the
attempted match is performed by matching invariant
shape waveforms of the corresponding curve segments. We
use long curves in waveform matching, because they can
have significant shape characteristics. The waveform
matching will efficiently find the corresponding curve seg-
ment on the model curve, and their relative offset parame-
ter. The association graphs generally contain relatively
small number of nodes, and the cliques can be quickly
found by the recursive procedure. More details of this
algorithm are given in the paper (8].

5. Experimenta) Results

In the following, we present the experimental study
snd computer simulation results of our curve matching
slgorithm, We first test our algorithm using curves which
csn be dercribed by parametric equations. In the first
experiment, the selected closed curves can be described by
g(t)mmr, ain (42 ))eoe (4(8)), p{t)mer, ain (0(2))rin{g(t)) and
a(t)mr,con(f{t)), where Ht)mart, 4(t)}m2et and 05 ¢ <L
Curves A and B are generated by the equations using
parameters rd = 30, r} w30, ¢SO, and ¢ = 30,
v} w40, 1) mS0, respectively. The curves are rotated to
218 different orientations. At each orientation, they are
uniformly sampled, and the Fourier features of the invari-
ant wavelorms of these curves are computed. ‘The statist.
ical parameters of these Fourier features are shown in
table 1. These features are essentially invariant under
rotation aod translation. Synthelic curves are also gen-
erated by lermit splines. The taogents of the curves are
made to be discontinuous at certain points, The locationy
of these breskpoints can be determined by tracking the
curvature maxima from the coarse to fne scale. The
traasformation estimation using corresponding feature
point sets has been studied, both theoretically and experi.
mentally, using noisy and noise (ree data. The results are
given in |7},

We then test our slgorithm using curves determined
by the depth discontinuity in the range image . The syn-
thetic range image in Fig.1a is generated by graphics tech-:
nique. The range image in Fig.1b is obtained by laser
raoge finder. The objects in these images are segmented
from the Hackground. Their external boundaries are
extracted by contour following procedure using chain cod-
ing, and are stored in one dimensional arrays. We rotate
and translate the objects such that the same views e
preserved. The Fourier leatures are extracted from the
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boundaries ol the objects in each position. The means and
variances of the features are estimated and shown in table
2. The Gaussian clasSifiers were constructed using theke
statistical parameters. We found that the classifiers can
always unnmbiguously distinguish the houndary curves.
The synthetic image io Fig.1a is moved to a new pusition
as shown in Fig.2a. Because of aliasing , the boundary
contours of these two imdges look Jagged They contain
different gumber of pixels aad heir lengths are not the
same. The point correspondence and motion parameters
are calculated using the algorithm given in section 3. The
boundary contour of the image in Fig.2a are transformed
and overlapped on the boundary of the image in Fig.la.
The results are shown in Fig.2L. The |mage in Fig.lb is
rotated to a dillerent orientation. and 15% edge points are
deleted from its boundary hyv oncculsion. as shown ia
Fig.3a. This partially obscure contour is malched to the
boundary of the image in Fiis.1b following the procedure
given in section 4. The result is shown in Fig.3b. More
experimental results can be found in (8.

6. Conclusions

This paper presents invariant representations and
matching algorithms for spuce curves. The waveform
representation allows us to manipuiate the scgmentation
and recognition of 3-D curves similsrly to those of 1-D
waveforme. The latter are simplified and have been very
well studied. An algorithm using invariant global features
for matching the nonoccluded 3-D curves has been dis-
cussed. This approach is fast and robust. A
template/structural algorithm is used to recognize par-
tially occluded curves. These curve matching techniques
can be used to recognize objects from their 3-D curves.
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Determination of Plastic Strain Using Laser Speckles
by
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ABSTRACT

When a laser beam illuminates an opt.cally rough surface, the reflected
wavelets mutually interfere to form a pattern of random dots called s‘peck-
les which carry the surface roughness information. And when a specimen is
strained plastically, its surface roughness changes as a result. Thus, by illumi-
nating a deformed specimen with a smoothly polished surface and monitoring
the reflected speckle pattern via a pattern recognition technique, the state
of plastic deformation can be accertained. An example of this technique’s
application to detecting the initiation and propagation of a fatigue crack is

presented.
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' Laser Speckle and Surface Roughness

Laser speckle (1] is a result of multiple interference of numerous coherent
waves coming from different direction. This condition is created when one
illuminates an optically rough surface, i.e. the surface roughness is large
compared to the wavelength of light which is of the order of 0.5 pm. Thus
even with collimated illuminati'on the surface will act as an array of point
sources crea.ing spherical wavelets from each and every point of the sur-
face. The resulting interference pattern is in the form of random bright and
dark dots as shown in Fig. 1. Obviously the speckle pattern carry the sur-
face roughness information. In general, it may be stated that the smoother
the surface, the larger the speckles. As the surface roughness increases, the
speckle size decrease§ and its contrast increases until a saturation point is
reached. It may be shown that when a collimuted laser beam of wavelength
A illuminates an optically rough surface the reflected light intensity <I> is

distributed as follows

d<I> do
—7 o m =20(7) M
d<I> do 2z, AT
g N 2(—) - —_ 2
S5 e ® A=) - 1/2VPTH () (2)
2

<
N

o srpedat

5




where V is the modulus of the directional vectorV of the reflected light.
V=0 represents the direction of mirror reflection. o and T are the standard

deviation and correlation length of the surface roughness, respectively, and

. g is a nondimensional roughness parameter.

It is seen from the above equation that the intensity variation along the
diffraction direction (i.e. V'=0) contains the information on both the stan-
dard deviation and correlation length of the surface roughness. As shall be
seen in the following that it is this part of the reflected light that a scheme is

developed to extract information which is correlated with surface roughness.

Experimental Arrangement and Data Analysis
The arrangement of the optical and computational system is as shown in Fig.
2. A probing laser beam illuminates the;s.pecimen surface which is polished
to almost mirror like along one direction. The reflected light distribution
is in the form as shown in Fig. 3, together with a trace of the cross sec-
tional intensity distribution. A narrow filtering mask is used to block out
the central portion of the diffraction spectrum and the rest (or a portion of)
is received by a digital TV camera. From which we select a two dimensional
portion of the light spatial frequency signals for digitization and subsequent
data extraction. The scheme adopted is a texture disciimination technique

[2] used in the field of statistical pattern recognition. Namely, we calculate

a statistical contrast measure CON defined as follows.




CON = ¥(i - )P, 5) (3)
‘where P(i,j) is the probability density of a pair of gray levels occurring at
two points separated by a certain distance. This information is then corre-
lated with the surface roughness resulting from plastic deformation. Fig.4
shows the calibration curve between the CON value and the plastic strain
and total strain (i.e. plastic and elastic strain) of an 1100-H14 aluminum
tension specimen. The total strain was measured with a strain gage at the
back of the specimen while it was uader load and the plastic strain was the
strain when the load was removed. It is seen that a one-to-one (and fairly

linear) relationship is maintained between CON value and plastic strain up

to about 9,000ue.

Application to Fatigue Crack Initiation and Propagation
We applied the technique to monitoring fatigue crack initiation and propaga-
tion in a specimen with saw cut notches under cyclic bending. The geometry
of the specimen is as shown in Fig. 5. The square insert is the region that
was monitored by the scheme. After each pre-determined cycle of fatigue
loading is finished, the load was released and a laser beam was used to probe
sequentially the nine points indicated in the figure. The reflected speckle pat-
tern was digitized and processed to yield the CON values. The results are
plotted as shown in Fig 6. It is shown that along lines connecting points 1,4

& 7 and points 3,6,& 9, the CON value remains largely unchanged through




the testing. On the other hand along the crack line connecting points 2,5 &

. 8, the CON value has a drastic change after a certain fatigue cycle. At point

-2 which is closest to the notch tip, the CON value suddenly increases after

15,000 fatigue cycles. This signals that fatigue generated plastic strain at
the notch tip has roughened the polished specimen surface. At point 5 & 8
the CON values remain essentially unchanged. At this stage no crack could
be seen with the naked eye. Indeed, crack initiation was not apparent until
after 30,000 fatigue cycles. This, of course, does not mean that microcracks
did not exist. At point 5 the CON value has a sudden increase after about
21,000 fatigue cycles and at point 8 it is after 24,000 fatigue cycles. The
CON values continue to increase at all three points until after about 30,000

fatigue cycles. Eventually it was along this line that the crack propagated.
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t LASER SPECKLE INTERFEROMETRY APPLIED TO STUDYING
i TRANSIENT VIBRATIONS OF A CANTILEVER BEAM
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New York 11794-2300, U.S.A.

(Received 2 June 1988, and in revised form 14 February 1989)

In this paper, the applicability of laser speckle interferometry for studying the transient
vibrations of mechanical structures is demonstrated. The displacement of the free end due
to the transverse vibrations following a transverse impact at the tip of a cantilever beam
is computed theoretically and compared with that obtained by the experimental method.
The two results are found to be in close agreement.

1. INTRODUCTION

There are three essential requirements of a good measurement technique. First, it should
be capable of measuring to the desired accuracy in comparison to other available
techniques for the same application. Second, besides being sufficiently accurate, it should
also be precise, so that when repeatedly applied to make the same measurement the
results turn out close enough to be acceptable. Third, the application of the technique
itself should not affect or alter the attribute or quantity to be measured. Here, we have
demonstrated the capability of double exposure speckle interferometry as a non-contact,
remote sensing, accurate and precise tethnique to study transient vibration of mechanical
structures.

For the purpose, we selected a simple problem with a well defined solution. We used
the cantilever beam as a vehicle to demonstrate the capabilities of double exposure speckle
interferometry since the theory of the vibration of a cantilever beam is well established
[1]. The experimental results were found to be in close agreement with those predicted
by theory.

2. EXPERIMENTAL METHOD

Burch and Tokarski [2] were the first investigators to observe and formulate the basic
principles of laser speckle interferometry. This technique was first extended to the
measurement of displacement by Burch et al. in 1970 and 1972 [3, 4). Since then a variety
of methods based on the same basic principle have been developed. Chiang [5] has

~ - presented a unified approach to all of these techniques treating speckle displacement as
! a general phenomenon.

! Khetan and Chiang [6] have derived the governing mathematical relationships for one
! beam laser speckle interferometry.

]

o 2.1. MEASUREMENT OF IN-PLANE DISPLACEMENT BY DOUBLE EXPOSURE

SPECKLE INTERFEROMETRY
Double exposure speckle photography can be applied to the measurement of displace-
ment in the plane normal to the line of sight by recording with a camera two superimposed
+ Current address: Systron Donner Corp, Inertial Division, Systron Drive, Concord, CA 94518, U.S.A.
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images of the surface, one before and one after the surface has moved. The surface ‘is
illuminated by coherent light from a laser. The speckle pattern thus generated is recorded
on the film. To facilitate the formation of a good speckle field, the surface is sprayed
sparingly with flat white paint, giving it a white and dark granular appearance. A slow
film such as AgfalOE75 is used because it has a small grain size, which is essential to
capture the fine speckle field and also to differentiate its movement between the two
exposures. Because the film grain is fine, a large exposure time or high-intensity illumina-
tion is required. For studying displacements following static loading one can conveniently
apply a low-power laser and expose the film for a long time. With a 5 mW He-Ne laser
a three minute exposure is not uncommon. Obviously, within this time the whole set-up
should not move beyond the least detectable limit. Hence, for such experiments, vibration-
isolated tables are an essential requirement. On the other hand, for capturing instants
while studying dynamic displacement, a pulsed laser emitting in the optical region finds
application. Usually a pulsed ruby laser is very befitting for such applications because it
emits pulses which are 20 to 30 nanoseconds long and emission is in the red region of
the optical spectrum, which is also the region in which Agfal10E75 is sensitive. If the
movement of the image between two exposures is larger than the diameter of the speckies
and, furthermore, if the speckles remain correlated with one another, the double exposure
specklegram, when illuminated by a narrow laser beam, will scatter it into a diffraction
halo, the intensity of which will vary periodically across the field yielding cosine square
fringes. These fringes will have an angular spacing a which is related to the wavelength
A of the readout beam, m the demagnification factor of the image and the sarface
displacement D by the following relation [5, 6]:

sina =Am/D. (1

The direction of the fringes will be orthogonal to the direction of the displacement.

The camera is placed as normal to the surface as possible to eliminate the effects of
the relatively negligible out-of-plane displacements. The selection of the distance at which
the camera should be placed from the surface whose displacement has to be determined
depends upon the range of displacement to be captured which, in turn, also limits the
magnitude of the smallest detectable displacement. To state it simply, higher demag.
nification results in a larger range of measurable displacement but poorer sensitivity. The
speckle diameter on the object (2) is {5, 6]:

X =1-2mAF. (2)

Surface displacements of magnitude greater than this are therefore measurable. The
maximum detectable displacement is limited by the ability to resolve or count the fringes
in the halo. More than 20 fringes pose a problem unless the fringe quality is excellent.

2.2. EXPERIMENTAL SET-UP AND PROCEDURE

Since we were interested in determining the displacement of the tip of the cantilever
beam at successive instants of time from the initial instant of impact by double exposure
speckle interferometry, we used a pulsed ruby laser (A =0-69 nm) to illuminate the
cantilever beam tip.

The optical arrangement in Figure 1 shows the location of the camera with respect to
the cantilever beam. Its focal length, £, is 55 mm and it uses a 4inx Sin film. For our
experiments we have used the Agfa10E75 film. The aperture of the camera is set at f/4-7
(or F=4-7). The laser beam from the pulsed ruby laser, expanded by using a concave
lens, illuminates the area around the beam tip with intensity sufficient to expose the film
within its pulse width time of 30 ns. In our case the maximum displacements were of the
order of 200 pum. In our set-up a demagnification of around 4:74 was obtained and hence
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e

Contilever beam

Figure 1. Schematic of the optical arrangement (plan view).

using equation (2) we obtained a sensitivity of about 18-5 um as the smallest detectable
displacement. The specklegrams were read by the point-wise technique at the tip of the
cantilever beam by using a He-Ne laser. The far field diffraction pattern was observed
at a distance =079 m from the specklegram. The halo within a diameter d =0-195m
was observed and n, the number of bright fringes, was counted. The angular spacing of
the fringes was estimated by using the equation

sina=d/nl (3)

Then, by using equation (1), the object displacement per fringe was found.

Figure 2 shows the various components of the experimental set-up. The first exposure
was taken before the impact and the second exposure was taken after a certain predeter-
mined delay after the impact, which was increased from 0:1 ms to 20 ms successively in
steps of 0-1 ms for each double exposure specklegram.

Nicolet digital
Ruby laser oscilloscope
power supply
ond controls
o Channel A {Channe! B
Deloy circuit Stroin
Indicator
Photodetecior
7
==r
Strain goges
Steel bol!
pendulum
Bose

Figure 2. The experimental set-up.
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(b)

Figure 3. Young's fringes at the tip of cantilever beam at ditferent instants after impact (pointwise filtering),
(a) At 10:76 ms; (b) at 4:99 ms, (c) at 395 ms.

The signal from the strain gages following the impact was found to be identical for all
the 200 repetitions of the process. This confirms the repeatability of the experiment, which
is an essential requirement and assumption in applying this technique to construct the
displacement vs. time curve, point-by-point. Typical fringes obtained after point-wise-
readout at the tip of the cantilever beam at different instants of time after impact are

shown in Figure 3.

3. THEORETICAL MODEL

In Jar model, we shall neglect the internal damping offered by the material. We shall
consider the external damping due to air. Since we are studying the free transverse
vibration following the impact, we shall assign a simple form to the impact force.

3.1. STATEMENT OF THE PROBLEM
The cantilever beam is straight with a uniform rectangular cross-section of width b and
height h and is of length 1
The y- and z-axes are assumed to be the principal axes of the cross-section. The (ree
end of the beam is iocated at x =0 and the fixed end is welded at x = to a metali base,
as depicted in Figure 4. The welded end 1s treated as an elastic clamping boundary

condition.
External damping is assumed to be proportional to the velocity of the beam at any

given section, and the constant of proportionality is c.
Initially, the beam is assumed to be at rest and the ball is assumed to strike the beam

normally at the tip in the positive y-direction at a velocity Vj.

.
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Figure 4. Location of the co-ordinate system.

The problem is to find the deflections and strains in the beam at any given location
and thereby verify the experimental results obtained for the deflection at the tip and
strains at x=24-72 cm.

3.2. GOVERNING EQUATION FOR THE MOTION OF THE BEAM

The governing equation for the motion of the beam has been developed earlier by
Clough and Penzien [1]. The cross-sectional dimensions of the beam are assumed to be
smaller in comparison to its length and the effects of shearing force and rotary inertia
are neglected. The differential equation, including the effect of external damping is

a’d'y/ax*+r, dy/ot+d’y/at* = q(x, 1)/ p, (4)
where a’= EI/p and r, = c,/p.

3.2.1. Boundary and initial conditions

The boundary conditions can be written as follows:

at the free end (x=0): (a) y"=0, (b) y"=0;

at the fixed end (x=1): (¢) Ely"=-K,,, (d) y=0.
Here K, is the elastic constant of the clamping, K, is estimated by measuring the deflection
of the elastically clamped cantilever beam tip when a static load is applied at its iip. For
such a case, we observed a tip displacement of 319 pm when a load of 0-5 kg was applied.
The displacement was determined by double exposure laser speckle interferometry. Using
the theory of deflection of elastic beams developed by Crandall et al. [7], we found K,
to be around 0-6x 10° Nm.

The initial conditions are taken to be that of zero velocity and zero displacement: i.e.,
mathematically, y(x, 0) =0, y(x,0)=0.

3.2.2. Formulation of the loading intensity
Following Hoppman [8], the contact force F(x, t) on impact can be written as

F(x,t)=G(x)Q(1) (5)
with
1 atx=0"
0 elsewhere,

G(x) ={

()_{mVo(l+e)(1r/'2T,)sin(m'/1}) for0<t=T,
AN=1, for 12T,

Here m is the mass of the steel ball, e is the coefficient of restitution as defined by Newton,
T, is the time of contact, V; and V; are the velocities of the steel ball before and after
impact and Q(¢) is the temporal component of F(x, ). Since the contact force acts as a
point, (x =07, in our case because we have a shear-free boundary condition at x =0) it

(6)
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is independent of x. Hoppman [8] has derived theoretical expressions for e and T, for
steel impacting steel.
The loading intensity g(x, 1) can then be written as

q(x, 1) = g(x)Q(1), )]
where g(x) is a delta function at x=0", Hence,
g(x)=8(x-0"). (8)

3.3. THEORETICAL SOLUTION
We shall first enumerate the values and the units of the various constants involved in
our problem (see Table 1). We shall be using the metric system of units.

TAB'E 1
Constant parameter values and units

Material of the beam mild steel
Young's modulus of the beam, E 200 10° (N/m?)
Height of the beam cross-section, h 25:37x107? (m)
Width of the beam cross-section, b 12:68x10™3 (m)
Length of the beam, ! 0:3572 (m)
Mass per unit length of beam, p 2:53225 (Kg/m)
Impact force contact time, 7T, 2:2x107* (s)
Initial velocity of ball, V, 0-931 (m/s)
Cofficient of restitution, ¢ 0-22
Radius of the ball, r 11:0871x10™* (m)
Material of the ball steel
Density of the ball, d 7-85%10° (Kg/m?)
Coefficiant of external damping, ¢, 46°29 (Ns/m?)

The Loeffi..ent . restitution has been selected as that derived theoretically by Hoppman
[8] for the numerical examples presented in his work.

The coefficient of external damping is calculated from the logarithmic decrcment of
the tip displacement curve obtained experimentally. Its computation is discussed in
section 4,

The impact force contact time is estimated from the strain gage curves recorded on the
oscilloscope. It is found to be of the same order as that derived theoretically by Hoppman
[8] for similar experimental conditions.

For displacement of the free end of the cantilever beam, by following Clough and
Penzien [1]), the analytical solution of the above governing equation for the given boundary
and loading conditions is found to be as follows:

© x2(0) et J‘T. .
0,1)= § ———— 1| ¢*"Q(7)sinpy (t=r)dr, 9)
y(0,1) ,.}.:.. epon Jo Q( pa( (
where, for the first three modes, k,/=1:67264, k,l =4-33152 and k,l =7-37983,
X.(x)=(sin k,x +sinh k.x) + a,(cos k,x +cosh k,x), (10)

]
a, = —(sin k,! +sinh k,!)/cos k,! +cosh k,l), w, = j X2 dx, (11,12)
0

where p2 =a’k}, 28, =r,, and p,_ =vp: -5l

”~
g S N m o o
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By using these results, the tip displacement was determined as a function of time using
a computer. Furthermore, the strain at any given location x on the top surface of the
cantilever beam can be obtained by differentiating the result from equation (9) twice with
respect to x as follows:

h & k3[(sin k,x —sinh k,x) + a,(cos k,x - cosh k.x)]

ex(x, 1) =§"}E] X.(0) (0, 8).  (13)

The strain can be numerically computed for any given location x by using this equation.

4. RESULTS

The doubly exposed speckiegrams provided the number of fringes from which the
displacement at each instant was calculated. For convenience of comparison, we have
normalized the amplitude. The fringes obtained were horizontal implying a displacement
in the y-direction. The sign of the fringes was inferred from the direction of impact. Since
the impact is in the positive y-direction, the fringes in the first half-cycle are assumed to
have a positive sign. The sign of the fringes then alternates between positive and nega.ive
for each consecutive half-cycle. From the plot of the experimental results (see Figure 5)
for the tip displacement, the fundamental frequency of the beam has a time-period of
about 7-75 ms. Figure 6 shows the variation of strain at the top surface at x = 24:72 cra.
The experimental results for tip-disnlacement and strain have the same fundamental time
period. This gives support to the results for displacement obtained experimentally.

o5}

Nocmalized tip displocement

-1

I [ [ L 1 I 1 1 1 L

L
9 10 11 12 13 14 15 16 17 18 19 20
Time (m/s)

~-
wh

o 1

Figure 5. Comparison of theoretical and experimental results for normalized tip displacement vs. time;
displacement summed over thee modes. @, Experimental values; ——, Theoretical curve.

We shall now discuss the selection of the coefficient of external damping. Since we
have considered external damping only, the computation of 8, involves the damping
constant ¢,. To determine c,, we first estimated the logarithmic decrement of amplitude
from the experimental results. It was found to be 0-1431 over two cycles. Then, one has

log dec=In {y(0, t)/¥(0, t+27T,)} =25,T,,

where T, is the time period of the fundamental mode which was found to be =7:75 ms
from the experimental results. Using 25, = r, with r, = ¢,/ p, one finds that ¢, =467,
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Figure 6. Comparison of theoretical and experimental results for strain. () Theoretical results for strain
X =24-72 ¢m, summed over three modes; (b) strain recorded from strain gages at x » 24:72 cm,

By using the results from equations (6), (9) and (13), and the values of the constants
involved, the values of the tip displacement and strain at x=24-72 cm at successive
instants of time were computed. The summation was performed for n =1, 2 and 3. The
contribution of terms corresponding to n = 4 was found to be negligible. The results were
then plotted by using a graphics sofltware.

Figure 5 shows the tip-displacement obtained theoretically superimposed by the experi-
mental results for the same. As can be readily seen, the two are in close agreement. Figure
6 shows a typical experimental recording and the theoretical results for the axial strain
obtained at the top surface at x=24-72cm. The spike in the strain gage output at
t=14:2ms is due to the firing of the laser at this instant. The two results for strain are
in close agreement as well, thereby giving validity to our theoretical model.

5. CONCLUSION

From a comparison of the experimental and theoretical results, we have found that
double exposure speckle interferometry can be successfully applied to determine the
displacement curves for vibrating structures. But it is also recognized that to determine

the curve totally, one must ensure that the motion is repeatable. Difficulty can also arise
if tilt is present.
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The accuracy of measurement is limited by the range of measurement, the aperture
size of the camera and the wavelength of the light used. To cover a larger range it becomes

* imperative to sacrifice upon the accuracy. In other words, the two are inversely related.

The results thus obtained can be used to check finite-element codes which in turn can

be used for analyzing complex structures where analytical or experimental results are
difficult to obtain.
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3-D Monient Forms: Their Construction and
“Application to Object Identification
and Positioning

CHONG-HUAH LO, STUDENT MEMBER, IEEE, AND HON-SON DON, MEMBER, IEEE

Abstract—The 3-D moment method bas been applied to object iden-
tification and positioning. A geaeral theory of deriving 3-D moment
invariants is proposed in this paper. The notion of complex moments
is introduced. Complex momants are defined as linear combinations of
moments with complex coefficients. They are collected into multiplets
such that each multipiet transforms irreducibly under 3-D rotations.
Using the group-theoretic technique, various invariant scalars are ex-
tracted from compounds of complex moments via Clebsch-Gordon ex-
pansion. Twelve momeat invariants consisting of the second and third
order moments are explicitly derived in the paper. They can be used
as feature vectors for automatic identification of 3-D objects and CAT
images [n statistical pattern recognition technique. Vectors which con-
sists of the third ordsr moments can be derived in a similar maoner.
They can be used to solve the problem of two-way ambiguity in defining
the principal axes of 8 3-D object, so that the rigid body rotation can
be unambiguously determined from the relative orientation of princi-
pal axes in two frames. The vector moment forms can also be used in
the tensor algorithm for motion estimation.

Index Terms—Complex moments, Icreducible representation, mo-

“tion estimation, object identification, 3-D moment invariants.

[. INTRODUCTION

BJECT recognition and positioning are two impor-

tant aspects in scene analysis. The moment method
of image analysis has applications to both aspects. To
achieve position invariant pattern recognition, each pat-
tern is represented by a feature vector of moment func-
tions, which are invariant under Euclidean or affine trans-
formation. These moment functions are called moment
invariants. Historically, the first significant paper on the
use of moment invariants on the 2-D pattem recognition
was published by Hu {7]. In the following years, the
method was demonstrated by character recognition (7],
automutic aircraft identification (3], and scene matching
[21]. Hu used the theory of algebraic forms to derive in-
variant forms. Reddi proposed a simpler construction
method using radial and angular moments (15]. Teague
extended Hu's idea to the concept of orthogonal mogment
sets [18]. Abu-Mostafa and Psaltis introduced the notion
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of complex moments and used them to derive moment in-
variants (1). Each complex moment depends only on one
coefficient of the circular expansion of the 2-D image func-
tion. This fact determines which features of the image con-
tribute to the value of each complex moment, and readily
answers that how much information is lost when the mo-
ment sequence is truncated. They also derived analytic
formula which relates the correlation functions of the
compiex moments to the statistic parameters of noise in
the stochastic process. In fact, their paper provides a the-
oretical framework to predict the discrimination power and
robustness of the moment invariants in any 2-D pattern
recognition problem. Recently, Tehk and Chin reported a
comparative study of image analysis using geometric, or-
thogonal and complex moments [19]. Fundamental is-
sues, such as image representation capability and noise
sensitivity were discussed in their paper. The extension
of 2-D moment invariants to 3-D moment invariants was
attempted by Sadjadi and Hall [16]. However, only sec-
ond-order moment invariants have been explicitly de-
rived. Moreover, their derivation of the second-order mo-
m.cnt invariants was based on the theory of conic surfaces,
so it may not be easily generalized to derive higher order
moment invariants. Since 3-D information of objects can
be obtained by computer tomographic reconstruction,
passive 3-D sensors or active range finders, algonithms of
systematic derivation of 3-D moment invariants should be
developed for 3-D object identification.

Moments-have also been used to find the coefficients of
the coordinate transformation that relates the arbitrary and
the standard positions of an object. Using the moment
tensors of two image pattemns which result from the or-
thogonal projections of a rigid planar patch at two onen-
tations, Cyganski and Orr proposed a method to derive
the affine transformation which relates these two 1mage
patterns [2], [14). Euler angles are subsequently re-
covered from the parameters of the 2-D affine transfor-
mation. The four parameters of the general linear trans-
formation matrix are the solutions of four linear algebraic
equations whose coefficients are the components of the
two vectors (unit rank tensors) evaluated at two different
orientations These two vectors are derived from higher
order moments by contracting their tensor indices with
those of antisymmetric permutation tensors. Cyganski and

0162-8828/89/1000-1053501.00 © 1989 IEEE
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Orr also developed a tensor-based algorithm for object
identification. They used their procedure to *‘normalize’
the unknown pattern-as wéll as the library pattern with
respect to the same standard, so that the matching be-
tween the unknown pattern and the library pattern can be
done in & view independent way. Tensor method has been
extended to study 3-D medical images by Faber and
Stokely [5]. They applied the method to two binary im-
ages, a geometric object and a thresholded spect (single
photon emission computed tomography) study of a car-
diac blood pool. Their derivation of vector forms utilized
complicated tensor algebra. Moreover, the results may be
sensitive to noise, because their vectors contain higher
order moments which may be more vulnerable to noise
contamination.

The orientation of a rigid body can be determined by
its second-order 3-D central moments. The second-order
moments are calculated from the 3-D data of a set of fea-
ture points on the object, if the coordinates of these fea-
ture points are known in both original and rotated frames.
The eigen decomposition of the moment matrix will result
in four sets of principal axes, due to the two-way ambi-
guity of each axis. Therefore, four possible rotation ma-
trices can be derived from measuring the reiative orien-
tations of the principal axes in the original and rotated
frames. Lin er al. [12] proposed that the correct rotation
- matrix could be selected by exact matching feature points.
On the other hand, we construct a vector which consists
of the third order 3-D moments of an object. The correct
rotation matrix is determined by matching the values of
this vector form. More detailed discussion of our method
will be given in Section IV of this paper. The eigenvalues
of the central moment matrix are moment invariants. In
fact, they are solutions of the third-order characteristic
polynomial whose coefficients are the second order mo-
ment invariants given in [16]). Using a perturbation for-
mula, we can show that the noise contamination effect is
suppressed, if the eigenvalues are very distinct from each
other. Therefore, we may use the second-order moment
invariants to predict the performance of the algorithm in
a noisy environment. It is also possible to estimate the
rotation matrix by the perturbation formula, if values of
the parameters in the formula are determined by noise
models or other assumptions.

In this paper, we propose a group-theoretic method to
derive the 3-D Euclidean moment invariants. In a coort
dinate system whose origin coincides with the centroid of
a 3-D pattemn, a moment of order p is transformed into a
linear combination of moments of order p under the ro-
tation transformation of coordinates. The coefficients of
the linear combination are the matrix clements of a re-
ducible representation of three-dimensional rotation
group. The dimension of the reducible representation 15
(p + 1)(p + 2)/2. Our procedure is to decompose the
reducible representation into a direct sum of irceducible
representations using the Clebsch-Gordon expansion {4],
(8). We also derive complex moments of order p as linear
combinations of moments of the same order, such that
they are transformed by the irreducible representations in
the Clebsch-Gordon senes. The coefficients of the linear
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combinations may be complex. The irreducible represen:

tations of rotation group are indexed by a positive integes
or a half integer (4}, (8]. Only representations with inte:
ger indices will appear in this paper. Complex moment:
which are transformed by an irreducible representation D

are collected in the vector v, = [+ - »]' -+ +]and - s
m s . The vector v, has all the transformation properties
as those of irreducible tensor operators {4], [20]. In fact,
we shall derive moment invariants and various complex
moment forms using the calculus of irreducible tensor op-
erator. Composite complex moment forms which are
transformed according to certain irreducible representa-
tions D’ can be derived as linear combinations of the
product v, and »,. where the coefficients in the linear com-
binations are the vector coupling coefficients {4). The mo-
ment invariants are those moment forms which are trans-
formed by the identity representation corresponding to j
= 0, Higher rank moment invariants can be obtained from
the combination of three or more complex moment mul-
tiplets » by using the analogous procedures and combin-
ing them two at a time. We shall demonstrate our method
by deriving the second- and third-order moment invari-
ants. Three second-order invariants have been derived and
shown to be equivalent to the results of [16). Moreover,
we have obtained another nine invariants. There are two
quadratic third-order moment invariants, which are bi-
linear forms of the third-order moment; four quartic third-
order moment invariants, which are fourth-order homo-
geneous polynomials of the third-order moments; and
three moment invariants which contain both the second
order and third-order moments. We have also derived
three vector forms using only the second- and third-order
moments. They can be used to determine translation and
orientation parameters of a given object by the tensor
method. Our expression for the unit rank tensors are much
simpler than those in [S}. Furthermore, our results may
be less sensitive to noise because we do not use moments
with order higher than three in the derivation.

The paper is organized as follows. In Section II, we
define complex moments and describe our procedure for
deriving various 3-D moment forms using complex mo-
ments. In Section III, we construct the second- and third-
order moment invariants. In Section IV, we discuss the
application of vector moment forms 1o various algorithms
for 3-D motion parameter estimation. The computer ver-
ification of our formulae and empirical study of the digi-
tizing errors and noise effect are given in Section V. Sec-
tion VI contains our concluding remarks.

II. 3-D MoMENTs, CoMPLEX MOMENTS, AND GROUP-
THEORETIC METHOD
The 3-D moments of order [ + m + n of a 3-D density
function p (X, X2, X3) are defined by the Riemann inte-
grals

M““"”E S S X\x7x3p(xy. 230 Xy) dxy dxy dia,

) (1

If the density function is piecewisely continuous and
bounded in a finite region in R, space, then moments of
all order exist. In this case. the charactenstics funcuion of

o A TR T T
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the density function can be defined

M(u,, Uy, U3) ="§ X S exp/(um ‘lznOu?:;)

* p(xy, X3, X3) dxy dx; dx,. (2)
It can be expanded into a power geries,
M(uy, uy, u3)
= S-; S-, S-u p;OE (ulx; + Usxy + u,.tl)p
* p(x14 X3, X3) dx, dx; dx,. (3)

Interchanging the integration and summation in (3), and
using the definition of moments, we can express the char-
acteristic function as an infinite series of homogeneous
polynomials of u,, u;, and u,,

* ip
Ce M(uy, uy, uy) = p‘_‘jo;l"! Hy(uy, us, uy) (4)

where
[4

Hp(uh U, uy) = Mlm“llulm“;- (5)

Lem,nm0 ['min! ,
For later convenience, we define a vector ¥ whose com-
ponents are the monomials u}uJu} and a vector m whose
components are the coefficients of utuTujin H,, that is,

= ! T
“"[“q,u‘z’- v '“l“’lnug' .”] '

T
m=[M,,oo. MOva e M[,M."':l. (6)

so that H, can be written as a scalar product of m and u.
The components in u and 7 may be arranged in different
order, so long as their scalar product remains to be A,.
The centroid of the density function can be determined
from the zeroth and the first-order moments by

Mo g Moo Mo

Moo Moo Mooo
Moments with their origin at the centroid of the density
function are called central moments. The central moments
are invariant under translation. From now on, we assume
that the origin of the coordinate system is always at the
centroid, so all the moments are central moments, and the
characteristic function is also referred to central mo-
ments.

The phase of the characteristic functic 1 is invariant un-
der rotation, so both the spatial frequency vector & = (u,,
u3, uy) and the coordinate vector ¥ = (x,, xy, x3) are
transformed by the same orthogonal matrix under rotation
of the coordinate system, i.e.,

X'=RX, &'s=Ru. (8)
The transformation property of the moments can be de-
termined from that of the spaual frequency & by the fol-

lowing equation:
4 1

’ l!m;n!

%

{. . m n
tma=n0 !mn! MI"““I“J uy
4 |
p“—‘ ! Wom an
) ‘”§'° l!m!n! Mimui 3™ us", (9)
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where Mj,, and u| are the corresponding quantities after
transformation. Since monomials u!uTu} are transformed
among themselves under rotation, moments of the same
order are also transformed among themselves. The (ab-
solute) moment invariant is a homogeneous polynomial
of moments which retain its value after rotations. Moment
invariants are valuable for recognition of 3-D objects in-
dependent of their positions and orientations. In [16}. it
has been shown that there are at most ((p + 1)(p +
2)/2) — 3 absolute moment invariants of order p. In the
following, we propose an algebraic method to construct
the moment invariants. The basic principle of our method
is the representation theory of rotation group. A compre-
hensive and elegant introduction of the group represen-
tation theory can be found in (4], [8).

The first step of our approach is to decompose the sym-
metric tensor space into a direct sum of invariant sub-
spaces on which the rotation group uperates irreducibly.
We choose the new basis of the tensor space to be the
harmonic polynomials y7'( = p? YT'), where p is the mag-
nitude of the vector &, and Y 7" is the spherical harmonics.
The spherical harmonics are solutions of the Laplace dif-
ferential equation. They form a complete orthonormal ba-
sis for the continuous real valued functions defined on a
unit sphere. It is well known that a spherical harmonics

1" is transformed by rotation of coordinate system into a
function which can be expressed as a sum of spherical
harmonics with the same [ but with m running over the
range ~! < m < [, Therefore, the harmonic polynomials
Y7 span an invariant irreducible subspace of dimension 2¢
+ 1. Expressing each monomial basis u{uJu? as a linear
combination of the harmonic polynomials yf', we achieve
the decomposition of the symmetric tensor space into a
direct sum of invariant irreducible subspaces. The sym-
metric tensor space of rank p, can split into invariant sub-
spaces of dimensions 2p + 1. 2p = 3,2p = 7, 2p - 11,
etc. For example, a second rank symmetric tensor splits
into two invariant subspaces of dimension five and one; a
third rank symmetric tensor splits into two invariant sub-
spaces of dimension seven and three; a fourth rank sym-
metric tensor splits into three invariant subspaces of di-
mension nine, five, and one.

The transformation matrix between the monomial basis
and the harmonic polynomial basis is generally complex.
We shall use the hermitian conjugate of this matrix to
transform the moments into complex moments. Let y be
the vector of harmonic polynomials which are the basis
of the symmetric tensor space of rank p.

- - “pe T

y=Uyh oyl oyt 01 (10)

There exists 2 nonsingular complex matrix 4, such that
u = Ay, (i)

where the vector u is given in (6). The rows of A are
indexed by the three indexes Imn of moments and the col-
umns of A are indexed by the two indexes [ and m of
spherical harmonics. We define the vector of complex
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moments » by

v=A"m (12)
where A” is the hermifian conjugate of A. The element of
visof the form v, withl=p,p - 2,p -4, -+ ,and
-l s m 5 [, If one permutes the components of u, then
the components of m and the columns of A matrix will be
permuted correspondingly.” However, the complex mo-
ments calculated from (12) is invariant under this per-
mutation transformation. Note that A, can also be ex-
pressed as scalar products of y and ». Under rotation
transformation, y is transformed by the block diagonal

matrix D of the form

p— —

DP
D2
| .
Dl

—
where the matrix D' on the diagonal of D belongs to the
irreducible representation / of the rotation group, and / &
p.p—2,p—4,- . Theblock diagonal structure of D
implies that the complex moments »7" of a given / are also
transformed by the irreducible representation matrix D'
A different derivation of complex moments is given by
* Kanatani [10), [11]). He used the generating function of
spherical harmonics to (ransform moments to complex
moments. Let v, be the vector [»), 1%, « «+, »'). The
tensor product of »; and »;. is transformed by the reducnble
representation D'D'". This reducible representation can be
decomposed into a direct sum of irreducible representa-
tions by the Clebsch-Gordon series {4}, [8)
Jull

Y 2 (1' ml' 11'
Jail=ty

b

bl |l I j,m +n')

milun =

cDhsrmenlbm nll I jym +n)

(14)
[~ 2
TS- 0
’ 2
-J% 0
0 0
A=r
12
I
0 2
TS
2
0 TS
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wherc (Lm, U, n|lI',j, m + n) is the vector coupling
%r Clebsch- Gordon coefficient [4]. **Composite’’ com-
plex moment forms which are transformed according to
the irreducible representations in the Clebsch-Gordon se-
ries can be constructed as linear combinations of » ['v] by

mw]

vl 1)) = m?'., (Lm, ' k= m|l, ', j, kYt

(15)
The »(l, I')] is a moment invariant. Moment invariants
which are high-order homogeneous polynomials of mo-
ments can be obtained by using (15) to construct j = 0
invariam scalars from the tensor product of ¥(1,1')}'s and

7's. In pamcular. the “‘norm’’ of the complex moment
funcuon v, 1))

. k=g

(L), = ‘g_:_l (=1 + 1)

(L) 1)) (16)
is a moment invariant, Unit rank tensors can also be ob-
tained from (15) with j = 1. These tensors are useful in

the recently developed tensor method for orientation es-
timation and object identification (2}, [14]. .

III. MOMENT INVARIANTS

In the following, we shall demonstrate our method by
constructing the second- and third-order moment invari-
ants.

A. Construction of Second-Order Moment Invariants

The vector 4 of the monomial basis of the secord rank
symmetric tensor is given explicitly as

2,2 2 T
u = [uf, u3, us, wyuy, w iy, uau,) .

(17)

The monomial u.. W\us, * ¢ can be cxprcsscd as linear
combinations of yJ and y7 (m = =2, , 2). The trans-
formation formulas are given in [4). The corresponding
A matrix in (11) is found to be

2 2 2
Vs 15 3
20 - Jr 2
35 15 3
A 0 0 2
345 3 (18)
2
0 0 J 1—5' 0
2
0 E 0 0
2
0
0 J s 0-J
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Using (12), the complex moments are calculated to be

2

o = 5 (Mo = Moo + J2Mi), (19.0)
v} —I (=2My01 - jZ‘Mo.,’), (19.b)
vy = 2\/‘ (2Mooz My = Mop),  (19.c)
\/-‘ (2My0, = j2Mon), (19.d)

vt = 'Zi'; (Mo — Moo = j2My0),  (19.¢)
2 = g V(Mo + Mo + Myg).  (19.6)

The complex moments in (19) agrees with those obtained
by Kanatani [10). We immediately observe that »] is a
linear moment invariant. The quadratic moment invariant
is the norm of »7

v(2,2)) = (5)"/H2ud05t = 20du7 + (W0F). (20)

The cubic moment invariant of the second-order moments
can be obtained by first constructing a second rank spher-
ical tensor n7 as follows:

im2

"y = 22 (2,6, 2,m = i]2,2,2, m)vi?~, (21)
=~
and then taking the scalar product of 77 and »7 to get
-2, 3 -
o= (5)" Pndu? = wdort + n3d

= ni'vp + npte). (22)

The three second-order moment invariants given in [16)
are

Ji = Mg + Moy + My,
Jz =

(R3.2)
MyoMoz + MaoMony + ManoMooz — Mo,

- Mflo - M(zm- (23.b)
Maoo Moo Moz = Mooy Mo + 2M,0M oMoy

= MooMio ~ MM, (23.¢)

Our results can be expressed as algebraic equations of J,,
Jz, and J],

J3=‘

27
vy = —-5—1.. (24.a)
o 2r (8, >
2,2 -3/, 24.b
V( )0 15 \/‘ ( 2 ( )
2rvir (-——J’ + 16J,Jy - 48J
" 153 : )

(24.¢)

wsi'
Therefore, it is evident that the two results are eqlivaient

to each other,

B. Construction of Third-Order Moment Invariants

The complex third-order moments can be similarly cal-

culated, they are given below

x .
v} = \I;S. [(~Mip + 3My30) + j(Moy = 3Myye) ] '

(25.a)
. 6
i = 35 (Mo ~ M) + 200 ] (250)
V,_
v = —= [(Mm + M - 4M\p)
'*‘J(Moso + My = 4Myp2)), (25.¢)
zj—— [2Mw3 - 3Mzo| - 3Mm|] (25d)
/i
iyl = ;T; [(-Mm = My + ¢My)
+ j(Moy + Moo = 4Myy3) ], (25.¢)
iyi= JE[(MZN - Myy) = j2My,], (25.f)
35

-3 o \/3_5 [(Mzoo =~ 3Mx0) + j(Moy - 3Mz|o)]'

(25.8)
and
b = ‘{—5_1 [(=Myo = M1y — M)
- j(Mox + Myo + Moi2)}, (26.a)
v = Z‘f; [Mooy + Moy + Moy),  (26.b)
v o= "\/%i [(Myg + Myz0 + My0y)
= j(Mogo + Mg + Myp2)). (26.c)

The quadratic moment invariants are the norms of »3 and
V‘ N

v(3, 30 = (1726307 = 263057
= ()],

(3)7 (2

+ 2u}py! (27.a)

(27b)

+

- ().

Moment invariant which is a cubic form of third-order
moments vamshes, due to the symmetry property of the
vector coupling coefficients in (Al.a) of Appendix A. The
quartic moment nvariants can be obtained by following

b(1. 1), =




J
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the gcncral procedures outlined in-Section II. **Compos-
ite’’ complex moment forms v(L Y withl, ' =1,3
and j = odd integer,”also vanish identically because of
the symmetry property in (Al.a). Other complex moment
forms can be calculated by using (15). The expressions of
those complex moment forms which are relevant to the
construction of moment invariants, are given in Appendix
B. There are only four independent quartic moment in-

variants,
2
(3,3), = (5)7" T (-n°
»(3,3);%(3.3),", (28.2)
2
(3, 1), = (5)-1/2 2 (__l)(z-m
< v(3, 1), (3, l), . (28.b)
¥(3,3),¥(3, 1), = 5)"“,"_2_2 (=13, 3)F
v(3, 1), (28.c)
b3 (1), = ()7 T (-
v(3, DL 1" (28.4)

The norms of »(3, 3)g and »(3, 3)7 are linear combi-
nations of »%(3, 3); and thc square of the quadratic mo-
ment invariants »(3, 3)3. The scalar product of »(3,
3)7 and v( 1. 1)7 is a linear combination of the quartic
invariant »%(3, 1)2 and the product of quadratic moment
invanants v(1, l)o v(3, 3)0. The scalar product »(3,
3){ and »(3, 1)¢ is proportional to the moment invariants
»(3, 3)2»(3. 1),. The normof »(1, 1)7 is propomonal
to the square of quadratic moment invariants »( 1, 1)J. It
is possible to form moment invariants which contain both
the second- and third-order moments. In fact, the scalar
product of »7 in (19) with any of the three second rank
composite complex moment-forms in Appendix B is a mo-
ment invariants. We write down these expressions below:

v(3,3),5 = ()" nf..“_z(-l)"‘""u(m 37"
(29.2)

Y3, 1), =(s>"”m_§_ (=173 00"
(29.b)

v(L )y = (5 )"“M_Z_.( D" )"

(29.¢)

Under the similitude transformation, i.e.

, the change of
size, the moment, M,,,,, is transformed as

Mis = N> M, (39)

where [ + m + n = p and X is the scale factor. It is
obvious that the following quantity:

Mlmn
M&%J)o 1

is a similitude invariant moment. Similitude-Euclidean
moment invariants can be easily derived by substituting
#imn for My, in the equations of moment invanants. On
the other hand, the authors of [16] divided various mo-
ment invariants by suitable powers of v, and derived sim-

ilitude-invariant quantities. We follow their procedure and
obtain

Kimn =

(31)

1 = Z'(sz'o'o—)zz‘); (32.2)
Iy = (';%3. (32.b)
I = :(z),?,)j (32.¢)
= ((;) :,) (32.d)
I = §3 ),),, ‘ (32.¢)
s = i ;,)f,v'. (32.6)
I = -—i——),—,)-,;— (32.8)
By = “J(z—’%%)?z' (32.h)
By = atl (3%):4‘,3 D, ' (32.1)
Ty = i:—i—;—);-l,—? (32,))
B = :(-i—l-);,——:(,: h (32.k)
0)

Under the improper transformation, ¥ = —X, moments
(complex moments) of odd order will obtain a negatve
sign, but moments (complex moments) of even order will
remain unchanged. The eleven moment invariants in (32)
are invariant under spatial inversion. The numenical study
of these quanuties, including roundoff effects. wili be
given in Section V.,

IV. MOMENT FORMS aND MoTiON ESTIMATION OF
3.0 OmiecTs

Moments have also been used to estimate the affine
transform parameters of 2-D and 3-D images. Cvgansh
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and Orr developed a tensor-based technique to recover the
affine transform of a 2-D image resulting from the osthog-
onal projection of a rigid planar patch {2], [14]). Their
method has been extended to affine transform determina-
tion for 3-D objects by Faber and Stokely [5]. Faber and
Stokely caiculated a set of central moments, und then de-
rived several unit rank tensors (vectors) by contracting the
tensor indexes of the moments with the tensor indexes of
the totally antisymmetric tensor e“*. However, the unit
rank tensors derived by their method may often contain
the fourth- and the fifth-order central moments. In the ten-
sor approach of motion estimation, the linear part of the
affine transform is determined by solving the following
system of linear equations for r

(33)

where the array o contains the x, v, : components df three
vectors &', v', w’', which are derived from the central mo-
ments of the object to be identified. The vector compo-
nents are arranged in o as follows:

o = Pr,

. , , T
o = [b], v;, W}, by, vy, wy, by, i Wi (34)
The array r contains the matrix elements of the affine
transform,

;
r = [Ry, R Ri3, Ry, Ruy Ry, Ry Rapy Ryy) . (35)

The 9 X 9 matrix P is a block diagona! matrix with three
identical 3 X 3 matrices on the diagonal. This 3 X 3 ma-
- trix has the following expression:

b, b, b,

s Uy Uy

(36)

Wy W, W,
where by, by, * 00 U Uy, 00, Wy, 0 ¢ 0, are the com-
ponents of the corresponding vectors &, v, w, which are
derived from the central momeuts of the prototype. Once
the linear part of the affine transform is determined, the
translation parameters can be determined from the trans-
formation property of the first-order noncentral moments.
Practically, we may assume that the linear part of the
affine transform is simply a product of a constant and an
orthogonal matrix which specify the relative size and ori-
entation of the object and the prototype, respectively. In
this case, the calculation of vectors using (15) can save
computation effort. In fact, #7 in (26) is the already avail-
able vector, and we identify it with b. Using (15), v can
be calculated from the product of v3' and »{, and w can
be calculated from the product of v and »3. Their expres-
sions are given in Appendix C. In the expressions of v
and w, there is no term which contains central moments
of order higher than three. Moreover, each component of
the vector is an accumulative sum of products of two com-
plex muments. This makes tensor technique for motioa
estimation easier to be implemented on digital computer.
We use the following equations o define the x, v, : com-
ponents of a vector in terms of s components in the
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sphesical harmonic basis \ '
a, = [a(-1) - a(1)]/V2
{37) '

a, = jla(~1) + a(1)]/V2
d, = a(0),
Because, only in rectangular coordinate system, the ro-
tation transformation matrix for a rank one tensor is a real
orthogonal matrix,
There are other algorithms which use moments for 2-D
and 3-D object positioning. The position and orientation '

(ad = b, v, w)

of a 2-D image can be determined from the first- and the
second-order moments of the image. The eigenvectors of
the second-moment matrix are principal axes. The orien-
tation of the 2-D image is defined to be the orientation of '
the principal axis of the least inertia which is also known
as axis of elongation [9]. The 2-D rotation that rotates one
image to the other is easily determined by measuring the
angle between the elongation axes of these two images. l
This approach can be generalized to find 3-D motion pa-
rameters. An algorithm for 3-D orientation estimation
using principal axes is discussed in the rest of this section. .
The basic assumption is that the 3-D coordinates of a set
of feature points on a rigid body are known at two frames.

- Moments are derived from the 3-D data of these feature l

points. The parameters in the rotation matrix can be re-
covered from these moments. Let Q, and Q, be the ma-
trices of the second-order central moments in the first and
second frames, respectively,

M(i):oo M(i)llo M(i)IOI
M(i)yy M(i)go M(idyy, |
M(i)yg, M(i)y, M(i)y
L " (38)

Q=

The second-order moments in the matrix are calculated by
(1), where the density function is a sum of delta functions
located at each feature point. The origin of the coordinate
system is at the centroid of the density function. From (1)
and (8), the following relation between Q, and @, can be
obtained

Q: = RQRT. (39)

0, = AAAT,

Q. = BA'BT (40)
where A and A’ are the diagonal eigenvalue matrices of
Q, and Q,, respectively. 4 and B are orthogonal matnces
whose column vectors are the correspending eigenvectors
of A and A’, respectively. In the noise free case, ¢, and
Q, have common eigenvalues, so A = A’. The eigenval-
ues are determined by the following charactenstic equa-
tion:

SN =N = I\ + =

The real symmetric moment matrices can be decomposed l
as
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where J), J,, J3 are the second-order moment invariants
given in (23). The rotation matrix R is determined from
the correlation of the principal axes in the two frames,

3
R=BA" = 2l bia] (42)
= .

where a; and b; are eigenvectors of @, and Q,, respec-
tively. Owing to the uncertainties in the signs of the col-
umn vectors in B, four possible rotation matrices can be
constructed. Traditionally, in the 2-D case, the *‘two way
ambiguity'’ of principal axes is solved by computing the
values of higher order moments {7}, [9]. We shall also
use the values of higher order moment forms to select the
correct rotation matrix. Our procedure is given in the fol-
lowing. The third-order moments of the feature sets are
first calculated. The Cartesian coordinates of the vector
form b is’then constructed from the third-order moments
using (26) and (37). The vector b is the same one used in
(34) and (36). Let b and b’ be the values of the vector
form b evaluated in the first and the second frames, re-
spectively. b is transformed by the four rotation matrices.
The transformed vectors are matched with the vector b’
to determine the correct rotation matrix. Even if the data
are noisy, this algorithm can still choose the rotation ma-
trix which is the closest to the correct one.

We must point out that the principal axes algorithm is
quite similar to the one which is recently proposed by Lin
et al. [12]. Equations (39)-(42) all appeared in [12], even
though the terms of moments, moment invariants and
principal axes are never mentioned in their paper. More-
over, in [12), the correct rotation matrix cannot be deter-
mined, until the exact point correspondences of the fea-
ture set have been established. In their approach, each
feature point in the first frame has to be transformed by
four possible rotations. Heuristic searching and matching
between these transformed points and the feature points
in the second frame will discover the point correspon-
dence. Our algorithm can save a lot of computing effort,
especially when large number of feature points are used.
The computer simulation results in {12} indicate that the
algorithm may not correctly predict the motion parame-
ters when noise is strongly present in the data. In this
case, this algorithm can still be used to determine feature
point correspondences {12]). The rotation and translation
parameters will be those that minimize

N
Min _Z‘ R, + ¢ = x|

The solution of the minimization problem can be found in
(61, [17].

If only small amount of noise is present in the data, the
orthogonal matrices A4, B, and R can all be calculated by
the perturbation method [13]. Let Q,, (i = I, 2), be
the central moment matnx of the noisy feature points in
the ith frame. The Q; can be represented by Q; + V,,
where Q; is the second-order central moment matrix when
the noise is absent from the ith frame, and ¥, is the sym-
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metric perturbation matrix due to noise. The matrix ele-
ments of ¥, are small. The eigenvectors of Q; can be cal-
culated from the eigenvectors of Q; by the perturbation
formula [13)

@ = Nh[d' kgl Xll - Xu dk + 4
51"251
bi Nu[s‘-.k%ix;j"XuSR*- o
ik=1,273 (43)

where a,, b, 4;, and b; are eigenvectors of Q,, 21, 01,
and Q,, respectively. Ny, and Ny are the normalization
constants of the corresponding eigenvectors. We can ex-
press the rotation matrix R in terms of the matrix R which
is calculated from (42) by substituting 4, for a; and b, for
b, in that equation, and the outer products of eigenvectors
5; and 4;.

3 ‘ .
R=f-3 3 (——m‘z"’5‘ )&a.-’

isikei \ Ay = Ay
3 T
; aV\a
- D8l + e, (44)
l?l 3.3} x“ hd ku “ ( '
the omitted terms are higher order terms of

(@a]va))/(Ky = R and (5{V36))/(Ay = Ay). It is
known that, in the nondegenerate perturbation theory, the
diagonal matrix element of ¥, is'the first-order correction
to the eigenvalue. For example, 67V38, = Ay ~ \;, where
Ay and \, are the ith eigenvalues of (3; and Q;, respec-
tively [13). These eigenvalues are moment invariants de-
termined from (41), where J,, J4, Jy are evaluated using
both noisy and noise-free data. On ths other hand, the off
diagonal elements 4]V, 4, and 6{¥; 5, are not related to the
moment invariants. Note that (4i¥,d,)/(Xy; — Ay) and
(61¥,6,)/(Ay = Ay) are the first-order approximations
of the scalar products of unit vectors a;. d, and b,, b (i
# k). Therefore, their magnitudes should be less than
one. If noise model is available and the perturbation ma-
trix elements can be estimated, we can use (44) to esti-
mate the rotation matrix R. The _denominators of
(angld;)/(Xu - Au) and (5ZV25;)/(A2‘ - kn) are pre-
dominantly determined by the geometric distribution of
the feature points on the object. It is obvious that the noise
contamination effect is highly suppressed if the eigenval-
ues are very distinct from each other. Following this per-
turbative approach, we can use the second-order moment
invariants to predict the performance of this algonthm
when the numerical roundoff effect and perturbative noise
are present in the data.

V. COMPUTER SIMULATION AND NUMERICAL RESULTS

We have implemented our algorithm of deriving var-
jous 3-D moment forms in Fortran 77. The invaniance of
the 3-D moment invariants has been confirmed expen-
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mentally. A rectangulu solid was used in the experiment.
It was rotated to various orientations, with one of its cor-
ner fixed at the origin of the coordinate system. At each
orientation, we calculsted the second- and the third-order
moment invariants and’the vectors b, v, and w. In order
to reduce the data storage and incieasing the processing
speed, the moments were calculated using a set of feature
points. In general, the contours, comers and vertices are
the choices of feature sets. The only restriction on the
selection of feature sets is that they preserve the essential
geometric information of the object. We chose the comers
of the rectangular solid as the feature set and expressed
the density function as 2 sum of delta functions. The mo-
ment invariants calculated at various orientations agreed
exactly with each other. This checked our equations for
moment invariants. A similar experiment using pyramid
was also done and the result also confirmed the theory.

The rotation matrix was then recovered by using (33),
where the three vectors b, v, w were evaluated at two

different orientations of the object. The calculated matrix .

elements agreed, in the first three decimal places, with
those in the onhogonal matrix used to rotate the gcomcmc
object to the new orientation.

The impact of digitizing errors to the moment invari-
ants was experimentally studied in both fine and coarse
sampling cases. In case A, the rectangular solid was sam-
pled into 30 X 45 X 75 volume pixels. In case B, the
same solid was sampled into 6 x 9 X 15 volume pixels.
Each comer point was first rotated by the orthogonal ma-
trix 0 its new position, and then rounded to the nearest
‘volume pixel. These pixel values were used to calculate
the moment invariants. The invariants exhibited small
variations at different orientations. Using large number of
data, we obtained the means and standard deviations of
those similitude-Euclidean moment invariants. Their val-
ues are given in Table I. The moment invariants were also
calculated from the discrete data of a pyramid with the
same two resolutions. Case C was for the better resolu-
tion, and case D was for the poor resolution. The statis-
tical parameters of moment invariants in both cases were
calculated and given in Table 1I. Note that different mo-
ment invariants may have different order of magnitude.
Therefore, they should be normalized by their sample
variance before they are used to construct feature space.
The results in the tables indicate that the variances have
weak dependence on the shapc of the gcomcmc objects.
The quadrauc moment invariants are less sensitive to dng‘
itizing noise. On the other hand, the cubic and quartic
moment invariants have relatively large standard devia-
tions in coarse sampling. Nevertheless, we can see from
our experiment results that the digitizing noise does not
significantly reduce the discriminating power of the mo-
ment invariant features.

The eftect of digitizing noise to the tensor algorithm for
motion estimation was expenmentally studied. Theirect.
angular soiid were sampled as in case A and case B. The
vectors b, v, w were calculated at various orientations in
each case. The transformation matrix was calculated by
(33). After performing a large number experiments, we
found that, the weak digutizing noise of fine sampling only

TABLE ]
MEANS AND STANDARD DEVIATIONS OF MOMENT INVARIANTS Evu.unso
Ustng Tve CORNER POINTS OF A RECTANGLE

T ——————a————raar——
M —

tovansat | meas (A) | siand. dev (A} | mesn (B) | stand. dev (B) | evact
13010%) 00 ots 7000 378 8037
talio™ | 1362 00l 1370 070 A4 1133
14{10%) -3008 004 -40 10 (1} 14 102
1410 241 001 243 oo -2 40
180 483 008 451 020 452
18104 4.8 004 “7 022 474
1) 10.70 010 weo 070 1960
15a(10%) 3 003 363 0120 359
14 (10%) 318 0.03 -3.40 030 315
18{10%) 33 0.03 3.38 020 330
e | -0 004 -13.33 004 1330
TABLE U

MEANS AND STANDARD DEVIATIONS OF MOMENT INVARIANTS EVALUATED
USING THE CORNER POINTS OF A PYRAMID
e ——

iavarnant | meaniC} { st3ad.dev (C) | mean(D} | stand.dev (D) | exact

14104 3.4 0.28 $316 2.2l‘~ $300
14 (10%) Q002 0.13 084 0.48 000
14(109) -8 48 0.08 832 042 610
14 (10%) +31 45 0.47 +51.84 1.48 5132
1 &) 800 015 768 1.1 &
13 (10) 582 0.05 S4 057 542
1300 1330 | 0.40 19.87 1.3 1548
14 (16%) 13.07 0.37 13 08 3.97 1343
Hha(10d) | -10.37 0.14 083 1.02 <1007
13 l10?) 863 008 84 0.86 LX1)
i (10 Sg17 0354 802 29 +8 50

produced 0.3-0.8 percent error to each vector component:
and the strong digitizing noise of coarse sampling pro-
duced 1-3 percent error to each vector component. The
calculated transformation matrices using data of high res-
olution were only approximately orthogonal, and each
matrix element had approximately 10 percent error from
the exact value. On the other hand, the calculated trans-
formation matrices using coarsely sampled data were very
different from correct ones. Our finding seems to be con-
tradictory to the results of (5], where they claimed that no
significant numerical roundoff effect had been observed.
The explanation of this discrepancy may be that they used
the whole binary image, not a few feature pounts, to cal-
culate the moments. Moreover., the resolution of their dig-
ital image mght be fine, so the aigitizing errors were not
significant.

The empirical study on the noise sensitivity in pnncipal
axes algonthm for onentation estimation 1s given as tol-
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lows. Twenty feature points were randomly chosen on the
surfaces which are described by the parametric equations

X = g cos ¢ sin 0,
v = bsin ¢ sin 8,

z = ccos 8. (45)

Four sets of values were given to the parameters a, b, c.
Incase E,a = 5, b = 17, ¢ = 32, the object is an el-
lipsoid. Incase F, a = b = ¢ = 10, the object is a sphere.
Incase G,a = b = §, ¢ = 32, the object has a shape of
acigar. Incase H, a = 5, b = ¢ = 20, the object his a
shape of a plate. In each run, the feature points on the
four surfaces were determined by the twenty pairs of polar
angles (@, 8) which were randomly generated. The zero
mean and unit variance Gaussian noise was added to the
first and the second frames. The moment matrices were
calculated in both frames. The rotation matrices of these
four objects were computed using (40) and (42). This ex-
periment was repeated many times, and the results of
every run were at least in gross agreement with the theo-
retical prediction. We present, as a representative, the ei-

- genvalues and the estimated rotation matrices of one ex-

periment run. The estimated rotation matrices are given
in (46), and the eigenvalues are given in Table III.
Case E (ellipsoid)

[ ~0.618 0.186 0.764]
0.533 -~0.615 0.58!
; 0.577  0.767 0.281 |
Case F (sphere)
[ -0.664  0.147 0.733 ]
0.589 -0.500 0.635
0.460  0.853 0.246 |
Case G (cigar)
[ ~0.601 —~0.217 0.769]
0.798 =-0.229 0.558
0.005  0.949 0.311 |
Case H (plate)
[ -0.624 0200 0.755
0.547 -0.578 0.606
0.558  0.791 0.251 ]
The correct rotation matrix
[ -0.622  0.143 0.769]
0.548 ~0.622 0.559 (46)
0.559  0.769 0.309

Note that, in each frame, the feature points on the *‘ci-
gar'’ have two ‘‘almost degenerate’’ eigenvalues of the
moment matrix. The third eigenvalue is much larger than
these two. The two terms with small denominators which
are the differences of these ‘‘almost degenerate’" eigen-
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TABLE Il
THE EIGENVALUES (A, Ay, Ny) OF THE SECOND-ORDER MOMENT
MATRICES CALCULATED USING 3-D DATA OF FEATURE POINTS ON VARIOUS
SURFACES IN EITHER OF THE TwO FRAMES. E-1 REPRESENTS THE FEATURE
SET ON THE ELLIPSOID (CASE E) IN THE FIRST FRAME. G-2 RFPRFSENTS
THR FRATURE ST ON THR CIOAR SHAPR SURTACR (CASE U) IN 1111 S1tidp

Frame, Evc.

Data A A \

© Tl Bt | 12253 | 108230 | ooos o8
E2 | 15300 | 103783 | 0085.47
Fol | 20320 | 58878 | 1105.05
F-2 ] 280,32 | $03.70 | 1152.09
Gl 80.17 | 165.88 | 0084.17
G-2 | 102.3¢ | 156.30 | 10013.27
Hel ] 122,18 | 1485.30 | 3008.48
He2 | 130,73 | 142046 | 3050.81

values dominate (44). These two terms strongly enhanced
the noise effect, and the estimated rotation matrix deviates
very much from the correct one. We also found that the
randomly generated feature points on the ellipsoid whose
three axes are all differeat, often have very nondegenerate
geometric distribution.

V1. CONCLUDING REMARKS

In this paper, a general theory of 3-D moment invar-
iants is proposed. The application of 3-D moment method
to motion estimation is also discuss~d. The complex mo-
ments are defined. They are grouped into multiplets, such
that each multiplet of complex moments transforms irre-
ducibly under 3-D rotations. Using the group-theoretic
technique, various 3-D moment invariants can be con-
structed from the irreducible complex moment multiplets,
The moment invariants have the capability of classifying
and identifying 3-D objects irrespective of the frame of
reference. A set of the second order and third-order mo-
ment invariants are explicitly derived in the paper. These
invariant features have good discriminating power for ma-
chine identification of 3-D objects or CAT images using
statistical pattern recognition method. Vectors which con-
sist of the third order moments can be similatly derived
from complex moments. The vector form can be used to
remove the two-way ambiguity in defining the direction
of the principal axis, so that the rotation matrix can be
unambiguously determined from the relative orientation
of the principal axes of the original and rotated frames.
Moreover. based on a perturbation formula, we have
shown that the second-order moment invariants can be
used to predict whether the estimation using noisy data is
reliable or not. The new derivation of vector forms aiso
facilitates the calculation of motion estimation in tensor
approach.

APPENDIX A

A brief summary of the symmetry properties of the vec-
tor coupling coefficients which have been used in the pa-
per are given below,
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(Lm0l nll,lj,m+n)
= (=), n 1, mlt, Uy, m+n)
- (Al.a)
Lm Uonll U jom+n)
= (=" -, 1, -nll I, ~m=—n)

(Al.b)
(Lm 'l U j,m+ n)
e
(=1) 2+ 1
(b =ayjo 1+ )l bom). (Al.c)

Other symmetry relations, and the recursive relations for
evaluation of vector couplicg coeflicients can be found in

{4},
APPENDIX B

The third-order complex moment forms which are rel-
evant to the construction of quartic moment invariants are
given below.

5 , 2
(3, 3)z = ZJ;; vivy! 2\/; il + J;(y})z

(Bl.a)
Lo1o
9(3, 3)2 |/ e I’J ) JH; + 2 ;‘i 15141
(BL.b)
PSRN SR I T S < B TP
y\3e 3)2 ‘/i_[. i J;V;.V + 72=T(Po
(Bl.c)
-1 S 2 s 2 .
32 - \]7 g
(B1.d)
r
-23 _5_‘3|._ _?_"20 2' -1y
v»(3,3)," =2 il 2, TR J (vs")
(Bl.e)

y(g.l)ia_:.l_ 1,0 _l_.,,gyl-‘+ 1
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- |
”(3'1); J—_ vyt '+J— vitvp + S_EVS‘”I'
(B2.2)
(1, 1] = 5 (Y G |
V2
(1, l); -—S-v?v,

Vector forms which are derived from the second- and

" “third-order complex moments are given below.

ArpeNDly, C I
v(l) = J_ v - J_ v + J:vsv, l

(Cl.a) '

v{(0) = J— vty - \/: v + \E—; vt
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in Digital Laser Speckle Correlation
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ABSTRACT—A statistical analysis of the subjective laser speckle pattern is per-
formed with emphasis on its spectral distribution. An optimal sampling resolution
of the laser speckle pattern is obtained using the Shannon sampling theorem. Exper-
iments show that the displacement-only corr?la.tion using laser spackles is a reliable
measurement as long as the sampling resolution requirement is satisfied. Upper limits
of measurement such as accuracy, measurable area and measurable detormation are
discussed. A method of chenging the measurement capabilities by adjustment of the

speckle recording arrangement is also given.
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1 Introduction

Laser speckle phott;graphy is an ideal technique in experimental stress analysis. It is
noncontact, nondestructive and remote sensing; has a high sensitivity; reveals whole-
field deformation; is applicable to static as well as dynamic, 2-D as well as 3.D
problems. 12 Its basic process consists of image recording, film development and fringe
pattern anclysis. A more straightforward approach for deformation measurement is

the digital speckle correlation approach. ¥-*! This technique keeps all the advantages

of the conventional speckle photography but requires neither photograph development

nor fringe pattern analysis. It was first created for displacement searching of specimen
surface 34 and later on well developed in the measurement of both displacement
components and displacement gradients. °-% It has been employed not only in
optical speckle method but also in acoustical speckle method, ? with applications

found both in solid mechanical and fluid mechanical problems. !°

However, unlike the conventional speckle photography in which the frame resolu-
tion of recording film is generally abundani, the digital resolution of a video camera
is limited. Although a finer sampling of the speckle patterns will result in a higher
matching coefficient in the correlation evaluation, but the measured real area will
be reduced for a given video camera. Experience of previous researches show that
the results obtained from laser spackle method are not as satisfactory as those Zrom
white-light speckle method. ® This observation is explained by the insufficient sam-
pling of the small speckles and by the easy decorrelation of the laser speckles during

2
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the surface deformation. Our pioneer experiments also revealed that unimodal result
was easily achieved in the two-dimensional searching of the displacement components,
but not in the six-dimensional searching of both the displacement components and
the displacement gradients. ” Therefore high quality images are required to achieve
accurate displacement gradients even in the white-light speckle method. Moreover,
the six-parameter searching correlation is a time consuming process. Several improved
numerical a.pproaches' have been developed to reduce the computation. *=® Effects

of subpixel image restoration on digital correlation error it the white-light speckle

method have also been estimated. !

As known, laser spackle method has its own advantage over w'.ite-light speckle
approach because of the unnecessary of surface treatment. In this paper, we explore
the utilization of the displacement-only correlation using laser speckles. A statistical
investigation of subjective speckle patterns is performed with emphasis on spectral
analysis. Results show that the spectral distribution of a laser speckle pattern, which
determines the sampling resolution requirement, is controlled by the optical imaging
magnification and the lens-aperture ¢/’ the recording system. A theoretical lower-limit
of sampling resolution is obtained using the Shannon sampling theorem, in which both
the speckle intensity is sufficiently registered and the maximum measurement caps-
bility of the equipment is employed. Capabilities of measurement such as accuracy
of displacement components, upper limits of measurable area and measurable defor-

mation are discussed. A method of changing the measurement capabilities is also

3
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given by adjustment of’the recording optical arrangement. Experimental data from
practical speckle patterns using the normalized product ( Vprod) correlation metric is
given to verify the results. Experiments show that the displacement-only correlation
using la.ser'specldes is a reliable measurement as long as the optical imaging system
is properly arranged and the sampling resolution requirement is satisfied. Computing
time is sign'iﬁcantly reduced since a two-parameter searching process is employed in-

stead of a six-parameter searching. Though not directly obtained from the correlation

process, the necessary strain and rotation components can be obtained by numerical

derivation of the resulted displacement coraponents.

2 Displacement-only digital speckle correlation

The system used in the data acquisition and image processing is shown in Fig.1,
which consists of a TV camera, an A/D converter, a camera controller, and a micro-
computer. The object surface is illuminated by a collimated laser beam., The image
of the object is captured by a video camera with flexible frame resolutions of 256 x
256, 512 x 512 or 1024 x 1024 pixels. The light intensity of the speckle pattern is
digitized by the analog-to-digital converter (ADC) and then transmitted to the VAX-
11/730 computer through an 8-bit I/O port with discrete intensity of 256 levels.
The computer controls the data acquisition system, stores the digitized image data,
performs the correlation calculations, and interfaces with the graphic peripherals for

displaying the results.
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In the speckle correlation process, two images of the interested object are reg-
istered by the data acquisition system, one before and another after the specimen
deformation. The digital correlation is then performed by relating the deformed im.
age with the undeformed one. Consider a small subset of the digital image centered

at Po(z,,y.) on the undeformed image, as shown in Fig.2. During the deformation,

the subset center moves to a new point
Po.(z:ﬂy;) = Po(zo+uvyo+v)1 (1)

and the subset deforms. If the subset is small, one may assume that straight lines on
the undeformed subset remain straight after deformation. A linear mapping technique

can be applied to the relationship between the two subsets. Thus, an arbitraty point

P(z,y) on the undeformed subimage moves to a new point

e o\ _ Ou Ou Ov _61
P (z*,y)=P (z+u+ a£6:c+ 3y5y,y+v+825::+ ay&y), (2)

where (z,y) are coordinates on the undeformed image and (z°,y*) are coordinates on

the deformed image, (u,v) are displacement components of the subimage center and

fz=z—-2,

(3)
Jy =Y - Yo

are distant components from the subimage center P,(z,,y,) to the arbitrary point

P(z,y). Iterative searching of all the displacement components (u,v) and the dis-
placement gradients (g—’;‘, %‘, %, g};) yields the six-parameter correlation process.®~®

If both the displacement gradients and the subset size are small, one may further
assume that all points on the subimage undergo the same displacement during the

5
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deformation. Thus, an arbitrary point P(z,y) on the undeformed subimage moves to

a new location of

P*(z*,y") = P(z + u,y + ). (4)

Searching of the two displacement components (u,v) yields the process of the two-

parameter correlation, or displacement-only correlation.

The correlation algorithm used is the normalized product (Nprod) metric which
is more noise resistant than many other existing approaches.!®!* This metricis defined

as

Nprod(u, v) Ta iz, ¥)9a(z*, y°) (5)

T (Tagi(=z ) (Sa gzt y N

where

z*=z+u

¥y =yt

91(z,y) denotes the undeformed subimage, g;(z*,y*) denotes the deformed subimage
and A denotes the subimage region. By varying the values of « and v in (§), those
values that maximize the Nprod are found to be the local displacement components

of the subimage.
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3 Statistical analysis of subjective laser speckle

3.1 Image formation

Fig.3 shows the optical arrangement of the subjective laser speckle recording system; -
A collimated laser beam illuminates the object plane (a,3). The speckle field of the
object is recorded by the recording lens at a distance p (= O0') from the object.
surface and registere;l onto the camera sensor in the observation plane (z,y) at a
distance g (= 0'0") behind the lens. Plane (z,y) is the conjugate of plane (a,3)
in the imaging system. The image at the observation plane is captured twice by the
CCI® camera with the specimen deformed between exposures.

Denoting the random light intensity distribution on the surface of the specimen
(i.e., the objective speckle pattern) by I(«,3), we can express the complex amplitude

of the objective speckle field as

fla,8) = vI(a,ﬁ)exp[M(a,ﬁ)L (7)

The point-spread function of the ontical system, which is the response of a point

source at 0(0,0) on the object plane, is

e)= [[Tremon f2[(242) e (2 flaen. @

where P(£,n) is a volume-normalized pupi! function of the recozding lens-aperture

defined by'®=17

=3¢, when VE¥ +797 < D/2
Plemy=1 7 (9)

0, elsewhere,




-

with D the diameter of the lens-aperture. Let

.
bt lad
~

vk IR

+ 3) = rcosé

> foe
P~

+

o

) =rsind,
and

§ =pcos¢

n = psin ¢,

we achieve the integral in eq (8) as

2
h(2,y) = sar Jo* J2" exp|=j2mpr cos($ - 6)]pdddp

= 2n ¥ pJ(2mpr)dp
—. 3Ni(xDr)
= xDr ° .

Thereafter the point-spread function of the imaging system becomes (Fig.4)

2J1 '}%\/3! +y]
Y )

h(z,y) = —
() _A%\/m

where Jy() is the first order Bessel function of the first kind.

(10)

(11)

(12)

(13)

Theoretically, the aberrationless image of the objective speckle field, which would

be recorded using an infinite lens-aperture, is in a form of fi(z,y) = -b%; f (-

._%L{),

where M (= g¢/p) is the magnification factor of the recording system. The complex

amplitude of the subjective speckle pattern, which is recorded by the practical finite

lens-aperture, can be obtained by convolving the point-spread function with the the-

oretical aberrationlsss image, i.e.,

oI GEE OGNS BN BN BN BN BN BW N e oaw
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20 [%\e V(z=-ay )‘+(y—B| )’]

R lz=ar) +Hy-p1 dendp;

fzy) =SS (-3, -8)

14)
2 [%2 \/(=+Ma)’+(v+M5)’] (
— +a0 []
= ff-m f(a)ﬁ) "ie\/“"‘ua)’*'(lﬁ'“a)’ d&dﬂ.
Thereby the light intensity of the subjective laser speckle pattern is
9(z,y) = Clfi(x,y)?
2 15)
2, [aﬂ \/(3+Ma)’+(v+MB)’] (
— + 00 4
=C \|[IZe fla,B) PRy T dadg| ,
where C is a constant,
3.2 Spectral analysis
Neglecting the constant C, eq (15) is rewritten as
9(z,y) = fil=, )i (z,9)s ‘ (16)

where f(z,y) is the conjugate of the complex amplitude field fi(z,y). Let Fi(w,,w,)
be the spectrum of the complex arz;plit\tde of the objective speckle field. From the
Fourier transform property 1917, we obtain the spectrum of the subjective speckle
pattern

Glwsywy) = Fiwa, wy) ® F(—way —wy), (17)
where Fi(w,,w,) is the Fourier transform of fi(z,y), * denotes complex conjugate and

® denotes convolution. In regard of the fact that eq (14) is equivalent to

= Le(_z Y
few) = gt (=30 §) @He) (18)
9
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we obtain the spectrum of the complex amplitude field o5

F',(u,.u,,) = F(-Muw,, -."w,) . H(‘.“.')’

19)

where H(w,,w,) denotes the spectrum of the point-spread function which 1t geomet

rically similar to the lens-aperture of the recording system, ie.,

1, when /w] +w} < D/(2)q)
H(w3!WV) =

(20)
0, elsewhere.

Substituting eq (19) into eq (17), the spectrum of the subjective speckle pattera
becomes

G(“’n“’v) = [F("“[st "“lel) ) H(“"va)] @ (F.(‘w“’u ‘wwy)' H.( -Wg, -u,)l. ()

In practice, the cutoff frequency of a typical optically rough surface is tauch larger
than D/(2)q). ** A good simplification can be made by taking the amplitude profile

of F(Mw,, Mw,) as & constant (=unity) for

Vi +w} < D/(2)q). (22)
Therefore, the amplitude profile of the spectrum of the subjective speckle field is
Glws,wy) = H{wsywy) @ H*(~wsy —wy), (23)
or
Glwaywy) = H(wsywy) ® H(ws,wy), (24)

since H(w,,w,) is a real and symmetric function. Substituting eq (20) into eq (24),
one obtains the amplitude profile of the spectrum of the subjective speckle pattern

10




as
wi+w wltw wi+wd 7]
2_%:_; [coa—l (Aq Di+ 3) _ (Aq\/D.-b 3) \/1 _ ('\_"AD'E;) j y when /w3 +wl<;
Glwsywy) =
0, elsewhere,
(25) .

where 3 = D/(Aq) is the maximum radius of the spectrum as shown in Fig.5. It is

seen that the spectrum of the subjective image vanishes outside a circular region of

ywi+wl=q. (26)

From eq (23), the intensity of a typical subjective speckle is
go{z,y) = lh(z, y)l21 (27)

where h(z,y) is the point-spread function of the optical system. Substituting eq (13)
into eq (27), one obtains the intensity distribution of & typical subjective speckle

(Fig.6)

2, [/ Y]

go(z»lv')={ a}_m

From Fig.8 it is seen that the radius of the first zero crossing, which is usually refered

to as the typical speckle size, ! is

§ =122, (29)

i WE W WE o TS P I o W g I SE N P M g e
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4 Optirrial éampling resolution of laser speckle

4.1 Theoretical analysis

Recall the fact that the spectrum of the subjective laser speckie vanishes over all but

a bounded region of

Jui +a? < Q. (30)

Froim the Shannon Sampling theorem, !? the original unsampled subjective speckle
pattern can be exactly reconstructed from its sampled values taken over a lattice of

points (mT,nT') by the following interpolation

o0 oo 2N[E\/(z = mT) + (y - nT)]

»n(z,y) = 9,(mT,nT) s 31
msz-ao nxz-:oo ( ";'._. (3 - mT)’ + (y - nT)’ ( )
provided that the sampling interval is sufficiently small. Wherein g,(mT,nT) is the

sampled speckle pattern and

_ 2‘]1(!\/3! + y’)
bz,y) = W (32)

is the theoretical reconstruction function (Fig.7).

The upper-limit of the sampling interval T', which i refered to as Nyquist sam-
pling interval, is determined by the spectral distribution of the speckle pattern. From
the Fourier transform property, the spectrum of the sampled image is a periodic

replication of the spectrum of the original image, i.e.,

n

w:ywy Z Z G ")wy - 71‘)» (33)

TAZ =00 NS -0

12
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whete G,(w;,w,) is the spectrum of the sampled speckle pattern and G(w,,w,) is the

spectrum of the analog (unsampled) speckle pattern (see Fig.8). It is easy to prove

that the spectrum of the reconstruction function b(z,y) is a circular pupil function

given by (Fig.9)
47?7, when ,/w} + w2 < 1/(2T)
B(wsywy) = ’ (34)
0, elsewhere.

Fig.8 shows the amplitude profile of the spectrum oi a sampled speckle patiern and
Fig.9 shows the spectrum of the theoretical reconstruction function.

From eq (315 it is seen that the reconstructed image is a convolution of the
reconstruction function with the sampled image g,(mT,nT"). Therefore, the spec.
trum of the reconstructed image is equivalent to the product of the spectrum of the

reconstruction function with the spectrum of the sampled image, i.e,,

+00 o0 m

Go(way wy) = Blwaywy) Z z Glwe ~ Ll ‘;): (35)

MR =0 N =0

whete Gy(ws,wy) is the spectzum of the reconstructed imege and B(w,,wy) is the

spectrum of the reconstruction function. From Fig.8 and Fig.9, it is evident that if

T > 24, (36)

then aliasing problem will not occur in the spectral domain of the reconstructed image.
Hence the original speckle pettern can be faithfully reconstructed. Recalling @ =
D/(Aq), we obtain the theoretical lower-limit sampling resolution of the subjective

13
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speckle pattern

T =2Aq/(2D)

= 0.415,

where § is the conventional speckle size defined in eq (29).

4.2 Experimental verification

In the experimental verification of the optimal sampling resolution, a rigid translation
of 200 um of a aluminum plate was tested. An area of 8.5 x 8.5 mm? was recorded
by a micro-lens of f = 90 mm at magnification of M = 1.18 and aperture number of
Fy = 22. The typical speckie size was § = 37.0 um. The subjective speckle patterns
were digitized by frame resolutions of 1024 x 1024, 512 x 512, 256 x 256 and 128 x 128
pixels with real pixel intervals of T = 0.2645, T = 0.5285, T = 1.06S and T = 2.1185,
respectively. The dimension of the selected subimage from the undeformed speckle
pattern was 15 x 15 elements and the dimension of the selected searching region on
the deformed speckle pattern was 65 x 65 elements. Fig.10 shows the sectional views
of a speckle pattern sampled by the four different resolutions. It is seen that upon |
the diminishing of the sampling resolution, high signal frequency components are lost
gradually and less intansity contrasts are preserved. But as long as T' = 0.5285, most
of the speckle frequency components and the specklie intensity variance are registered.
A meag-elimination process was applied on each of the undeformed subimages

and deformed searching regions before the correlation evaluation. The elimination is

14
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expressed as

No N,
ga(mT,nT) = g,(mT,nT) ~ 5 3° 3 4T, 5T), (38)

o i=1 =1

where N, = 15 for ;ach subimage and N, = 65 for each searching region. The
effect of the mean-elimination on the correlation evaluation is shown in Fig.1i. It
shows that the correlation between the mean-eliminated images preserves much more
contrast between the matching position and all the nonmatching positions because a

zero-mean background is achieved in computing the Nprod.

The effect of different sampling resolutions on the correlation evaluation is shown
in Fig.12a-c. Correlations between the deformed and reference speckle patterns using
different sampling intervals of T = 0.2645, T = 0.5285, and T = 1.065 were per-
formed. It is seen that the decrease in sampling resolution results in two effects in
the Nprod correlation. One is the flattening of the xﬁatching hill, #hich reduces the
sensitivity or accuracy of the measurement. The other is the increase of the back-
ground noise, which reduces the reliability of measurement. However, at T' = 0.5285,
the maximum value of the background of Nprod is less than 0.5, which is much
smaller than the matching coefficient 0.95. Therefore, a reliable determination of
displacement components is obtained at T = 0.5285.

15
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5 Capability of measurement

5.1 Upper-limit of measurable area

Recall that the sampling requirement is
T = \q/(2D). (29)

Since

g=(1+M)DFR, (40)

where M is the imaging magnification of ihe optical system, and Fj is the aperture

ow

-

number, eq (39) becomes

T = AF(1 + M)/2. : (41)

This equation shows that in regard of the sampling resolution requirement the optical
imaging magnification and the aperture number must be selected consistently.

In practice, one may increase the measurable area by choosing the largest aper-
ture number, The minimum applicable imaging magnification is then determined

by

2T
M= -A—F-,; - 1. (42)

Equation {42) implies the dependence of the applicable imaging magnification on
the selected recording aperture number ( Fy) for a fixed sensor pixel interval T (see

16
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Fig.13). Thus, the maximum measurable area on the specimen is

.- -

A, =A,/M?
, (43)
- 2
= Ao/ (I%; - 1) ]
where A, is the real area of the sensor and A, is the measured area on the specimen.

Some applicable values of the recording magnification and the measurable area in our

facility are showa in Table I, with different resolution modes and aperture numbers.

5.2 Upper-limit of accuracy

The accuracy of the displacement components obtained from the direct correlation of
the two sampled images is limited by the pixel interval of the sensor array. For accu-
rate measurement, a subpixel detection of the displacement components is necessary.
In the six-parameter white-light speckle correlation approach, direct interpolation of
original sampled speckie patterns has been used before the correlation process. ¢~® In
this paper, an alternate interpolation approach is employed. The direct correlation
between the two subimages is performed on the original sampled ls.ttice: only. A
coarse estimtﬁon of the displacement components is achieved by detecting the max-
imum coefficient on the correlation lattice. A fine interpolation is then performed
in the local region of the maximum coefficient on the correlation lattice and more
accurate determination of -displa.cemeut cormponents is obtained by further cearching
of maximum coefficient in the local interpolated region.

The correlation coefficient at any subpixel location (u,v) in the correlation domain

17
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is obtained by a two-dimensional classic cardinal reconstruction from the correlation

lattice as 12

K X ' sin [
Nprod{u,v) = Z Z Nprod(mT,aT)—
me=-K n=-K T

mT) TEe—wm )

Hu-mT)] sin[F(v=nT)]
(u-
Since both the undeformed subimage and the deformed seazciing region are suffi-
cienily sampled, aliasing does not occur in the spectrum of the <orrelation lattice.
Therefore, interpolation of the correlation lattice by the cardinal reconstruction func-
tion will result in exactly the same coefficient at any subpixel location of ‘he cor-
relation domain as that obtained from the direct correlation between the two corre-
spording analog (unsampled) speckle patterns. In practice, a finite reconstruction
window containing only the mainlope and the first sidelope on each side of the cardi-
nal function is employed. The coefficient at 2 subpixel location is therefore merely a
nonlinear interpolation from the sixteen (4 x 4) nearest coefficients of the coireiated
lattice. Such an interpolation and maximum scarching process results in a fuss cor-
relation speed because direct correlation is done only or the sampled lattices rathes
than eqn all the fine interpolated points. Further improveraent of speed may be ob-
tained by using the Newton-Raphson climbing slgorithm in the interpolation and
maximum searching process.

Although an interpolation can be made as fine as required, experirzanis show that
the minimum measurable displacement components can not be less than a certain

limit for a given speckle pattern. This is because the hill of the correlation {uaction

becomes flat when the interpolation is very fine. To the authors’ experience, a .cliable

18
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subpixel detection of the displacement components as smalt as 2% of the sampling
interval can be obtained. Thus, the unmeasurable distance on the image is 0.02T, -

or 0.0082S5. Using eq (42), the uncertainty of the displacement componcirts on the

specimnen is
6o =0.02T/M

=0.027/ (- 1).

Equation (45) shows that the uncertainty of the measured displacement components

(45)

also depends on the selected lens-aperture number at the optimal sampling resolution.

It is seen from eq (41) and eq (45) that the only way to reduce the uncertainty of
the displacement components without disturbing the sampling resolution requirement .
is to reduce the number of the lens-aperture and increase the imaging magnification
of the recording system. Such an arrangement will obvicusly reduce the measurable
area. But it is practical in a small scale deformation measurement to achieve accurate
results, Therefore, there is a tradeoff between the measurable area and the accuracy
of the measurement. Generally, the aperture number and the imaging magnification
must be selected by considering both factors.

In our facility, the sensor size it I, = 10.00 mm., When the frame resolution
mode of 1024 x 1024 is selected, the sensor pixel interval is T = 9 77 um. At aper-
ture aumber of Fj = 22, the minimum applicable magnification is M = 0.403; the
maximum measurable area is 4, = 615.9 mm?; and the uncertainty of the measured

displacement components is §, = 0.485 um. Some more configurations are listed in

Table I at other possible resolution modes and aperture numbers,

*
¥
&

N




Ity

DL Y
M =

-

5.3 Upper-limit of measurable deformation

Since specime.n deformation always results in decorrelation between the two registered
speckle patterns, it is an essential task to seek the upper deformation limit measur-
able‘ by the displacement-only correlation method. Denote the real dimension of the
selected subimage by L, and its discrete array size by N,. First, we consider the
case that tensile component g—‘: is the only nonzero displacement gradient (Fig.14a).
After deformation, thle subimage is stretched into a length of L, + 6 L,, with each end
extending §L,/2. When the extension of each boundary app.oaches the speckle. size
S, the expected correlation value contributed from the boundary elements becomes
zero. Therefore, the deformed subimage varies from completely correlated (at center)
to completely uncorrelated (at ends) to the undeformed subimage. For a reliable
measurement, we select the measurable extension limit on both ends to be half of the

speckle size, i.e.,

§L, < S. (46)

In regard of § = 2.44T and L, = 15T, one obtains

su _ il
as Il. (47)
< 0.18.

To include the cases of both extension and compression, eq (45) is rewritten as

2| < 0.16. (48)

Thus the upper limit of the measurable unixial tensile strain is £0.16.
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Next, let’s consider the case that shear component 3-5- is the only nonzero displaca-
ment gradient (Fi'g_.14b). Similar to the tensile case, we select the shear deformation
limit as

6L, £ S. (49)

Therefore, the limit of the gradient is

du

< 0.16.
5| S 018 (50)

Hence, the upper-limit of the measurable single shear gradient is also +0.16.
In general, more than one nonzero displacement gradients occur. We select the,
upper-limit of the maximum displacement gradient in a general deformation to be

half of the single gradient cases, i.e.,

Maz (

An alternately upper-limit may be obtained in terms of strains and rotation,

du
dy

v

Oy

du

dz

Qg
0z

] ¥

¥

) < 0.08. (51)

Maz (I‘sal akw‘ sl‘wl ) thvi) < 0.08, (52)
where
€ag = %
€y = 2
v (53)
w=3(5+5%)
wey =4 (525

Therefore, the maximum measurable strain or cotation is +0.08 in a general defor-
mation.
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Another decorrefation factor may come from a rigid translation of the specimen.
To the authgr_s’ experi.ence, however, decorrelation from a rigid translation of 5 mm ic
a small effect in a collimated illumination system. Therefore, in most practical cases
we may assume the measurable rigid translation is unlimited and the decorrelatio'n '

from the rigid translation is negligible.

6 Conclusion and discussion

An optimal sampling resolution of the laser speckle pattern is obtained using. the
Shannon sampling theorem and verified by experimental results. The normalized
product metric, which is a noise resistax}_f. approach, is employed in the correlation
process. Reliable results of displacement components from displacement-only cor-
relation of laser speckle patterns are obtained. Fast computation speed is achieved
because a two-parameter searching process is used and direct correlation is performed
only on the integral sites of the sampled lattice. High accuracy of displacement com.
ponents is achieved by the cardinal interpolation and subpixel maximum searching
in the correlation domain. The upper limits of the accuracy and messurable area are
analyzed and a method of changing these limits is given by adjusting the imaging con-
figuration. The maximum measurable spacimen translation is 5 mm in a collimated
illumination system, and the maximum measurable strain and rotation is up to 0.08
in a general deformation. Though not directly obtained from the correlation process,

necessary strain and rotation components can be obtained by numerical derivation
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of the resulted displacement field. Further improvement in processing speed may
be obtained by using the Newton-Raphson climbing algorithm in the coarse-to-fine

interpolation and maximum searching process.
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Captions of Illustrations:

Table 1-Measurable a.;ga and uncertainty at different system arrangements

Fig. 1- Schematic of data acquisition and image processing system

f‘ig. 2- Local deformation of a subimage

Fig. 3- Optical image formation of laser speckle pattern

Fig. 4- Point-spread function of optical system (cross section)

Fig. 5~ Amplitude profile (normalized) of the spectrum of a subjective
Inser speckle pattern

Fig., 6~ Intensity distribution of a typical subjective laser speckle

Fig. 7- Theoretical reconstruction function

Fig. 8- Amplitude profile of the spectrum of a sampled subjective laser

speckle pattern

Fig. 9- Spectrum of theoretical reconstruction function

Fig.10- A speckle pattern sampled by different resolutions (sectional view).

() Frame resolution: 1024 x 1024; sampling interval: T = 0.2645.

(b) Frame resolution: 512 x 512; sampling interval: T = 0.528S.

(¢) Frame resolution: 256 x 256; sampling interval: T' = 1.06S.

(d) Frame resolution: 128 x 128; sampling interval: T = 2.115.
Fig.11- Effect of mean-climination on correlation evaluation.

(a) Without mean-elimination. (b) After mean-elimination

Fig.12- Correlations between deformed and undeformed speckle patterns sampled
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by different resolutions.

(a} Frame resolution: 1024 x 1024; sampling interval: T = 0.2645

(b) Frame resolution: 512 x 512; sampling interval: T = 0.5285

(c) Frame resolution: 256 x 256; sampling interval: T = 1.065
Fig.13- Magnification and uncertainty as a function of recording aperture
Fig.14~ Decorrelation effect of specimen deformation

{a) Uniaxial tension. (b) Pure shear.
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Table 1 Measurable area and uncertainty at different system

.
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Fig.2 Local deformation of a subimage
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a reprint from Applied Optics

Resolution of resultant displacement into components in
double exposure speckle photography

Piyush K. Gupta and Fu-Pen Chiang

Anequation to resolve the resultant displacement, recorded using double exposure laser speckle photography,
at the surface of a cylinder suffering radial expansion, axial twist, and transverse displacement, into these

three components is presented.

I. Introduction

Double exposure laser speckle photography is a well-
established optical technique for measuring in-plane
displacement.!-> Applying this technique to measur-
ing in-plane displacement of planar surfaces is quite
straightforward. Here we extend the principles of
laser speckle movement to resolve the resultant dis-
placement of a cylinder suffering radial expansion,
axial twist, and transverse displacement, recorded us-
ing double exposure laser speckle photography, into
the three components. The analysis also gives an in-
sight into the proper design of the experiment to ob-
tain the transverse component directly.

. Resolution of Resultant y-Displacement into
Components

Consider a cylinder with its axis lying transversely
along the x-axis as shown in Fig. 1. The camera is
placed in the x-z plane and focused on a plane parallel
to the x-y plane. The three motions at the surface of
the cylinder that contribute toward the resultant
speckle displacement in the y-direction observed at
the plane at which the camera is focused are (1) trans-
verse motion y., (2) radial expansion of the cylinder y,,
and (3) surface displacement due to the twisting of the
cylinder about the x-axis y,. If 8 is the angular dis-
placement in radians, measured positive counterclock-
wise, y; = R6, where R is the radius of the cylinder.
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We derive below the relation governing the contri-
butions of all these factors toward resultant speckle
displacement in the y-direction at the plane at which
the camera is focused. We consider four possible im-
aging conditions separately and show that, under cer-
tain assumptions, they can be reduced to a unique
governing equation. <

Let dj, be the distance between the x-axis end the
plane at which the camera is focused, as depicted in
Figs. 2-5.

Consider the points (such as a) on the surface of the
cylinder lying within the region that can be imaged by
the camera. Point a is displaced to a, due to the
transverse displacement y;. It then displacestoa,asa
result of the radial expansion y, and finally to a, after
suffering a radial twist of angle 6. The net effect of
these displacements on the speckles generated on the
focus plane by light scattered from point a is a trans-
verse displacement at the focus plane. It isimportant
to note that, although a pure translation component of
the displacement of point a yields equal transverse
displacement of the speckles, the twisting or rotation
of point a by an angle 6 results in rotation of the -
speckles by an angle 26 and with an arm equal to the
distance between the focus plane and pointa. Assum-
ing that the displacements and rotation are small so
that the speckle fields before and after the total dis-
placement remain correlated, for the four different
imaging conditions we can write the following equa-
tions which relate the total transverse displacement y
of the speckles in the focus plane to the transverse (y),
radial (y,), and twist (y,) components of the displace-
ment sufferec by points such as a.

Case 1. For points on the surface of the cylinder lying
to the left of the focus plane and above the origin, using
Fig. 2 we can write

y =y, +y,siné = (R +y,)8cose +{(R +y,) cos¢
+ (R +y,)0sin¢ - d/ }+ 26, (v

which rearranges to




Fig. 1. Cylinder as viewed by the camera.

y=y +y.sine + (R +y)8cosp
F(R +y,) sing - 26° ~ 4,20, (2)
Case 2. For points lying above the origin and to the

right of the plane at which the camera is focused, using
Fig. 3 we have

y=y +ysine — (R +y,)8cos¢ ~Id, ~ (R +y,) coso
= (R +y/)0sing| - 26, )]

which rearranges to

. y =y +y,siné + (R +y,)8 cosp \
+ (R +y,) sing - 260* - d, 2. (4)

Case 3. For points lying below the origin and to the
left of the focus plane, using Fig. 4 we can write

y=y, =y 3in¢’~ (R +y,)0coss’ + (R +y,) coso™
=~ (R +y)8sing’ ~d,}-26, {5)
which rearranges to
Y =y, =y, sing’ + (R +y,)8 cose’
= (R +y,) sin¢’ - 26° - d, 2, (6)

Case 4. For points below the origin and to the right of
the plene at which the camera is focused, using Fig. 5
we have

y =y =y 8in¢' = (R +y,)6 cosp’ ~ {d;, ~ (R + y,) cos¢’
+(R + y,)0 sin¢’} - 29, (7)

which rearranges to
y =y, ~ysin¢’ + (R +y,)8 cose’
- (R + yr) sing’ 202 - d,p20. (8)

But since ¢’ = 2x ~ ¢, we have cos¢’ = cos¢ and sing’
= —ging. Ify, < R,then (R + y,) = R, where R is the
radius of the outer surface of the cylinder. Then, we
can rewrite Eqs. (2), (4), (6), and (8) as

y = (y, = 2d;,6) + siné(y, + 2R6%) + coan(R0). 9)

The camera records an image in a plane parallel to
the x-y plane and the specklegram is read out at dis-

q((Royr,)cosﬂ * Reyp)Bsind - dp) (=A)

—y

(Rey,) Bcosf —

3'.Sm° 0’-2

focus plane N

 — —

Fig. 2. Speckie displacement for points above the
origin and to the left of the focus plane.
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Fig. 3. Speckle displacement for
points above the origin and to the
right of the fecus plane.

Fig. 4. Speckle displacement for
points below the origin and to the
left of the focus plane.
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crete points (i,j), where ¢ is the x-coordinate and jis the
y-coordinate of the point being analyzed using the
pointwise technique. Equation (9) governs the resul-
tant y-displacement recorded on the specklegram at
any point (i,j). Theangle ¢ isindependentofi. Fora
given i, we can select three suitable values of j (which
yield minimur error) to chtain a system of three linear
equations with the three coefficients shown within
parentheses in Eq. (9) as the three unknowns. By
solving this system of three linear equations, we obtain
the twist effect y, = R6 as the coefficient of the cosine
term in Eq. (8). Then, knowing R, R6 (thus 8 as well),
and (y, + 2R6?) as the coefficient of the sine term, we
evaluate y,. Further, if the camera is focused at a
distance dyp, knowing 8, we evaluate y,. Note that, if
dpp = R/2,at ¢ = 0,y = y.. Hence, if we analyze the
specklegrams at ¢ = 0, we can directly obtain the
transve:<e displacement component when dy, = R/2.

. Comnrlusion

Toapply double exposure laser speckle photography
to problerus involving cylindrical surfaces undergoing
radial expansion, axial twist as well as transverse dis-
placement, the camera should be preferably focused at
a plane which is at a distance of R/2 ahead of the

Fig. 5. Speckle displacement for
points below the origin and to the
right of the focus plane.

=~

vertical plane containing the axis. With such a setup,
the three components can be readily obtained from a
single double exposure specklegram, with the trans-
verse component available directly without the need to
solve the simultaneous equations.

Financial support provided by the Army Ballistic
Laboratory through a contract to S&D Dynamics, Inc,
and partial support from the Army Research Office,
Engineering Science Division, through contract
DAAL0388K 0033 is gratefully acknowledged.
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Segmentation of Bilevel Images Using Mathematical Morphology

Jin—Chang Cheng and Hon-Son Don
. Deparment of Flxctcal Engineering

State University of New York

Stony Brook, NY 11794

Abstract

This paper presents the results of a study on the use of
morphological skeleton transformation to segment grayscale
images into bileve! images. When bilevel image is digitized,
the result is a grayscale image due to the point spread function
of digitizer, non-uniform illumination and noise. Our method
can recover the original bilevel image from ths grayscale
image. The theoretical basis of the algorithm is the physical
structure of the skeleton set. A connectivity property of the
grayscale skeleton transformation is used to separate and
remove tie background terrain. The object pixels can then be
obtained by applying a global threshold. Experimental results
are given,
Keywords: segmentation, mathematical marphology, thres-
holding

1. Introduction

Assume that the input gray scale image is intended to
have only two levels, such as the printed texts and line draw-
ings. The most commonly used method in extracting object
region from background is “thresholding”. Thresholding
classifies the pixels of a given image into two groups, that is,
object and background. If the object is clearly distinguishable
from the background, the gray scale histogram will be bimo-
dal and the threshold for segmentation can be easily chosen as
the bottom of the valley. However, gray scale histograms are
not always bimodal. Several methods have been proposed to
solve this problem so that the valley seeking technique can
still be applied. Some other publications on automatic selec-
tion of thresholding values include iterative method (9),
illumination-independent contrast messure [11), moment-
preserving method [13), and methods based on entropy of the
histogram {3, 8}, on local estimation of uniform error analysis
{1] and on other imsge statistics. Some aforementioned algo-
rithms use simple global threshold while others use (multiple)
local thresholds, However, simple global thresholding of
such images produces poor results due to the nonuniformity

This work was supported by the National Science Foundation
under Grant IRI-8710856 wnd U.S. Ammy Research Office under
Contract DAAL 0338K0033,

of the light distribution across the images. Local thresholding
techniques need multiple passes over the dats. This causes
fast data throughput difficuls. Recently, Pavlidis and Wolberg
[6] proposed a method based on a model of distortion of the
images snd tried to invert the distortion process. Aiother
iterative method was proposed by Pérez and Gonzalez [T7].
They used Taylor series expansion method on an
illumination.reflectance model. Like many iterative algo-
rithms, the result of their method depends on the selection of
initial values,

Mathematical morphology was first inroduced by
Matheron(S5] and Serra{10]. It is characterized by its robust.
ness, speed, accuracy and flexibility. It can extracts informa-
tion about the geometrical structure of an object by transform.
ing it with another smaller and simpler object, called structur-
ing element. Many applications of mathematical
have been proposed in literature, such a3 noise removal,
feature detection (edges, holes, comers, ..., etc), thickenings
and thinnings, Skeletonization by using binary mathematical
marphological operations was introduced by Serra[10],

Our major topic in this paper, is the segmentation of
bilevel image. It is done by first extracting ths skeleton of the
given gray scale image by the gray scale morphological
operations and then using the commectivity property of the
skeleton 1o segment the given image into bilevel image. For
mmy kinds of image, like machine perts, printed texts and
line drawings, the object pixels and the noises can only be
inactibed by spheres of small size, while the pixels in the rela-
tively smooth background can be inscribed by spheres of
much larger siza. The centers of the inscribing spheres (i.e.,
skeleton points) of these different kinds of regions usually are
quite distance apart. Therefore they can be easily separated.
Afer properly separating spheres of small size from large
ones, we retain only the foreground (object or noise) pixels
and remove the background pixels. A global thresholding can
then be applied to extract the object pixels.

In our experiments, the algorithm is compared sgainst
global thresholding scheme, a local thresholding scheme
reported by White and Rohrer{14] as well as a segmenttion
algorithm reported by Pavlidis and Wolberg(6).

In Section 2, the basic morphological set transforma-
tons are summarized. In Section 3, we discuss the morpho-
logical skeleton representation of grayscale images. In Sec.
tion 4. we propose the aiponithms for bilevel image segmenta-
tion. Experimental results and conclusions are given in Sec-
tion 5 arl Section 6, respectively.
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2. Basic Morphologicai Set Operstions

In the following, we summarize some basic morpho-
logical transformations. The details of these formula can be
found in [2].

Let EN denote ‘b5 st of N-tuple integers, . ., B be sub-
sets of EN, x be avectorin EM.
Definition 1: The binary dilation & of A by B is defined by

A ®B={ceENlcxab, forsomeae Asndbe B)
Definition 2: The binary erosion © of A by B is defined by

A ©Ba{xeENIx+be A, foreverybe B}

Definition 3: The binary opening O of A by B is defined by
AOB=(AOB) ®B

Definition 4: The binary closing ® of A by B is defined by
A®Bs=(A®B) OB
Let f and g be functions defined on E¥, x and y are vec.
tors in EN,
Definition 5: Let AGE™! and F=(xeEM for some yeE,
(x.y)eA}. The top (or top surface) of A is defined by
T{A)(x) = max{ y | (x.y) € A }.
Definition 6: The umbra of f, denoted by U[f] is defined by
Ulf) = {(xy) lyS f(x),x €E¥,ye E }.
Definition 7: The grayscale dilation of f by B is defined by
f & B=T{U[f) & UBJ
Proposition 1:

(f & BXx) = tmt{f(x—b)-*B(b)}- )

Definition 8: The grayscale erosion of f by B is defined by
f & B=T(U[f] © UB]]

Proposition 2:
(t & BXx)=qip {f(x+b)—B(b)}. ()
Definition 9: The grayscale opening of f by B is defined by
fQB=(f§B) &B. €))
Definition 10; The grayscale closing of f by B is defined by
fo,Bx=(f&B) & B. @)
Proposition 3: Umbra Homomorphism Theorem
Uit &, B] = U[f] @ UB) (&)
U[t &, B = U[f} ® UB) ©)

Other formulas can be found in {2, §, 10).

3. Morphological Skeleton Transformation of Gray Scals
Images

The skeleton S(f) of a discrete N-dimensional binary
image f is defined as the set of the centers of the maximal N-
dimensional spheres, inscribable inside ths image f. An N-
dimensional sphere is maximal if it is not properly contained
in any other spheres which are totally included in f. Hence, a
maximal sphere must touch the boundary of f at lesst &t two
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different points. The morphological skeleton transformation
of a discrete binary image has been studied in [5,10), For
gray scale images, the maximal sphere can be similarly
defined and the gray scale skeleton transformation can be
derived by using the concept of umbra. Let B be a N-
dimensional gray scale structuring element with semi-sphere
shape of flat bottom. We define the skeleton S(f) of a discrete
N-dimensional gray scale image f as the set of the centers of
B which the umbrs U[B] of B is the maximal umbra inscrib-
able inside the umbra U[f] of £. An umbra of a semi-sphere is
maximal if it is not properly contained in any other umbra of
semi-sphere totally included in U[f]. Therefore, the gray
scale skeleton can be derived as follows:

8«0 = (U] ©UMmBI-U(f] ©UnB]) OUB] (7)
and

M
S(D=HS-(f)

where S,(f) denotes the n® skeleton subsct of U[f], B is the
N-dimensional gray scale structuring element and nB is
defined as the gray scale dilation of B with itself n times:

nB=B B & ‘- &B (ntmes)

By So(f)= U[f] - Ulf] Q U[B], we can see that the 0* skelaton
subset of U[f] consists of those points in U[f] and they can sot
be inscribed or touched by any unit-size maximal sphere’B.
Similaely, Sy(f) consists of points which are the translated
centers of size-n sphere nB when the iranslation of U[nB}) is
inscribable inside U[f] but that of U{(n+1)B] is not. To find
the skeleton by using gray scale erosions and openings, we
need the following property.

Proposition 4 :

Su(f)=U[f &nB}-U[(f &nB) QB) (8)

proof: By (6), U(f] ©UnB)=U[f &nB). Leth=f
& mB, then by (3X9), (U} © UlnB)) O
U[B] = Um] O U[B] = (Uh] © UB) &
UB]=Uh & B) @ UB]=Ulh & B) &
B]= Ut Q B]=U[(f & nB) Q B]. There-

fore, Su(f) = U[f & nBJ-U[(f & nB) G B).
The morphological skeleton transformation is inverti-
ble. The discrete gray scale image f can be exactly recon-
structed as the finite union of its M+1 tkeleton subser dilated

by the strocturing element B of proper size .

£=TILyS0) © UlrB] ©)

The structuring element B in (8) can be considersd as
m unitdistance probe. Skeleton point in Su(f) has the
minimum distance of n to the boundary of imsge f. The dis.
tance mesasure can be interpreted by using city-block, chess-
board, rectangular-solid distance, Euclidesn distance or any
other distance measures. Note that the first three distances
satisfy the equationnB = B @ B & .. @& B (ntimes).
The Euclidean distance does not satisfy this equation. There-
fore the Euclidean distence is not swtable to be used as the

=z AT T e e A e
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unit-size strucmring element for the iterative skeleton
wansformation (8). Although some structuring elements do
not look like spheres in shape, we still adapt the term "maxi-
mal sphere” to the structuring elements not spherical in shape
but are maximal.

4. Segmentation of Bilevel Imnge'

In this section, we present our algorithm for bilevel
image segmentation, The basic ides of the segmentation algo-
rithm as well as its computational complexity are discussed in
Section 4.1, In Section 4.2, the theoretical analysis of our
algorithm are given. The selection of the structuring element
and the robustness of the algorithm are discussed in Section
43. Finally, a comparison with the Top Hat Transforma-
tion[10) is given in Section 4.4.

4.1. Basic Approach

Given an ideal bilevel image f; whose gray values at
pixel (ry) are fi{x,y)=a for object pixels, and fi(x.y)=0 for
background pixels. Let its blurred image f be denoted by

f(x,y) = f{x.y)}rroise(x,y roffser(x,y),

where noise(x,y) and offset(x,y) are the added noise and the
background offset caused by non.-uniform lighting distribu-
tion, respectively. Our aim is to find a base surface b(x,y)
which is the estimation of the offset, i.e., b(x,y)=offset (x.y).
Then the bilevel image f; can be reconstructed by thresholding
f(x.y)>-b(x.y).

To find the base surface b for & given gray scale image
f, we begin with the skeletonization of the input image f by
using the gray scale skeleton transformstion (8). Recall that
the skeleton point is the center of the maximal inscribed
spheres. We will call the skeleton point which inscribes the
object (background) pixels as odject (background) center.
The skeleton of & connected discrete image may be discon-
nected. We will explain in the following that the disconnec-
tion occurs in the intersection of object pixels and background
pixels. Within object pixels, the radius change is continuous
snd the distance between two neighboring skeleton points are
less than or equal to two in noise-free case (slightly larger
than two in noisy case). The magic number two is due o the
possible increment of the size by one between two consecu-
tive maximal spheres and the one pixel downshift of the larger
sphere. Since the sizes of the spheres which inscribe the
background pixels are relatively much larger than those of the
spheres which inscribe the object pixels. Therefore, in the
intersection, the distancs between ths object center and its
successive background center will be much greater than two,
This big jump of distance between two successive centers
causes the disconnection of the skeleton. By detecting this
distance change, we can easily locate those background
centers,

Two skeleton points are connected if the distance
between them is less than or equal 1o two, Otherwise, we say
that they are disconnected. For disconnected skeleton points,

, the skeleton associated with the larger radius is a background

center. Any skeleton point cornected to a background center
is a background center and any skeleton point connected 1o an
object center is an object center.

After the background centers are found, the base sur-
face b can then be constructed from those background centers
by using the inverse grayscele skeleton transformation (9).
The base surface b is the top of the union of those umbras
which are the translation of the umbra of nB by Q, for every-
background cesiter Q in Sa(f). Here, we list our segmentation
algorithm as follows: .

Algorithm:
Input: & grayscale image f.
Output: s segmented bilevel image.

Steps:

0. Initialize the base surface b(x.y)=0.
Using (§), find the skeleton subses S(f), for
0<nsM.

2 Construct b by the top of the union of those umbras
which are the translarion of the umbra of nB by Q,

for every background center Q in S.(f):
b=T{ V(U[nBl)q ] .
3 Remove the background offset by subtractiom:
SR y)=f(x.y)-bx.y).
4, Thresholding the background-removed image
g(xy)

The value of M in step 1 can be the size of the
minimum square mask of M by M pixels which can not be
completely contained inside any object in the image. The
computation time is dominated by the skeletonization process
in step 1. Assume we choose the structuring element B as an
1-D unit-size rectangle (see Fig, 1s) for 1.D line scan process
and unit-size rectangular solid for 2-D process. Then, by (2),
the grayscale erosion(dilation) of [ by B needs 2 perallel
min(max) operations in 1-D or 8 perallel min{max) operations
in 2-D by using a parallel computer. Since the grayscale
erosion(dilation) of f by nB can be done by successively erod-
ing f by B n times, 0<nsM, step 1 needs S M(M+1) grayscale
erosions by B plus M+1 grayscale erosions by B and M dila-
tions by B for the opening operations in (8), which amounts to
a total of (M2+5M+2) grayscale erosion/dilation operations.
Therefore, step 1 totally takes (M*+5M+2) and 4(M%4-5M+2)
perallel min/max operations on a parallel cumputer for 1.D
and 2-D fashion, respectively, for the selected structuring ele-
ment B. Note that the 2.D fashion takes 4 times longer than
1-D line scan faghion.

4.2. Theoretical Analysis

Far the simplicity of description, we assume the image
is a one-dimensional image whica can be the tow- (or
column-) version of a two-dimensional image. All the propez-
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Fig, 13 (a) 1-D rectangular unit-size structuring element, (b)
1-D rectangular size.r structuring element, (¢) A maximal
inscribed size-r sphere with center at C, touchs the local
minimum point and two points P and Q on the discrete signal
f, when tp~1q is even, (d) Two neighboring maximal inscribed

spheres with centers at Cp and Cq, respectively, when tp~tq is
odd.

ties derived below can be naturally and easily extended to
two-dimensional irage. We also assume the pixels on the
image boundary belong to the background. In the continuous
image case, a maximal sphere inscribed in f must touch the
top of { at least at two points, These two points which have
maximum distance among those touched points are called two
farthest poines. While in discrete image case, due to the
nature of discrete skeleton tansformation (8), the discrets
skeleton may be of width up to two. The two farthest points
may be touched by one maximal sphere or by two nsighbor-
ing maximal spheres of the same size. In either case, without
loss of generality, we still say that these two farthest points
are touched by a maximal sphere. First, we give the follow-
ing observation:

Proposition § : Assume the structuring element B is & 1.D
unit-size rectangle (see Fig. 1a) , that is, B(t)=1 for 1tiS1, and
B(t) is undefined for 1t1>1. Let Pau(ty, f(ts)) and Qu(tq, f(ty))
be two farthest points which are touched by & maximal sphere
1B of radius 1, tSty, tha

@ fa)=l(t)

() 1= Jlo-te), and it if tg-tp is even; tq-t=2r+1,
if tq-tp is odd,

(ili) if and only if to=tp of tg=te+1 then r=0,

(iv) If tq-tp is even, then the inscribed maximal sphere is
centered at (tptr, f(tp)1), otherwise P end Q are
touched by two neighboring maximal spheres which

ae centered at (tptr+l, (o)) and (tpdr, f(%p)-r)
respectively.

L. .

g\
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Fig. 2¢ (8) 1-D representation of bilevel one-peak signal,
marked with two consecutive and connected skeleton points
C, md C; (b) A two-peak signal, matked with two
consecutive but disconnected skeleton points C; and C,,
respectively, Pixels in shaded area sre background pixels, (c)
Result of the signal in Fig. 2b after the removal of the shaded
srea (background). Note that all signals are plotted with
continuous line, they sctually represent discrete signals,

: Sike B is an unit size rectang end
proot BsB QB & *** QB(rtium).dm'e%g!erB is
4 size-r rectangular, ie., rB(t)er for 1215 and tB(t)

is undefined for 1ti>r (see Fig, 1b), When tg-tp is
even (see Fig, 1c), umbea of 1B slides sround and fit
within umbra of f, the two comer points P and Q' in

B will mawch f at two farthest points Px(tp, f(tp))
od Q=(tg, f(tg)), respectively. Since 1B(-
ttB(r)mr, we get to~tpm |P~Ql=|P-Q'I=2r, and
the skeleton point is at (.i.lP-Ql. f(tp)-t)=(tpet,
f(tp}-r). When tq—tp is odd (see Fig. 1d), P will be
touched by the maximal sphere B of centered ut
(te+r, f(tp)r) and matched I' while Q will be
touwched by the maximal sphere (8 of centered at
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(tp+r+1, f(tp)-r) and matched Q. So, tg-tp=2r+1.
(iif) isfollowed obviously by (ii).

In the following, we fix our structuring element as the
unit-size rectangle for 1-D process, and unit-size rectangular
solid for 2-D process. .

Proposition 6: If the shape of ¢ simple signal has only one
peak, that is, no local‘minimum points, then every two con-
secutive skeleton poinis e at most of distance 2.

proof: Let P=(tpf(ts)) and Qe{to.f(tQ)) tr<iq, are two
" fanthest points touched by a maximal sphere of
radius r (see Fig. 2a). For simplicity, assume to~tp
is even and let y=f(tp). Then, by proposition S,
y=f(te}f(tq), r= 4 |t~tp] and the inscribed maxi-
mal sphere is centered at Ci=(tp+1,y-1). Let two
neighboring points of P and Q are R=(tp,y-1) and
(ts.y-1) respectively. Then ta must be equal to tp or
t-1 and tg must be equal to tq or tg+l. Let the
inscribed maximal sphere which touches two
farthest points R and S be of radius r', and centered
at Cu In tamtp-l and temtq+l case, we get
ra}iR-Si= }lt-m]sr+l and Cas(tpirly-1-
w(tptr,y-1-2), therefore 1C,Cal=max( (tp+1)-
(tr+r), (y-1)<(y-r-2) }2. In other cases, ly=tp or
tg=ty, which imply 1C,C, 152,

Proposition 6 says that none of the skeleton points in a
simple (one peak) signai, which has no local minimums, are
background centers. Thus, the base surface will be 2ero.
Therefore we have shown that a simple signal will be
preserved and not be affected by our segmentation algorithm,
In the following, we discuss the more general cases,
Proposition 7: For objects with more than one Jocal
minimum points, sny skeleton point of the inscribed maximal
sphere which touches one of the local minimum points must
be a background center,

proof:  Let Aw(t,f(tA)) be an local minimum point of f,
y=f(ta), and the inscribed maximal sphere which
touches A is of radius r, centered at C;, and touches
f at two farthest points Ra(ta,f(ta)) and Sa(ts,f(ts))
W+l <tg~1, respectively (see Fig. 2b), By propo-
sition 5, we have f(t )mf(t)mf(te)wy, ra |trts] and
the center Cy={tu+r.f(ta)r). Assume points
P=(tnf(tp)) and Qu(tqf(tq)) are two respective
neighbors of points R and A, sad the inscribed max-
imal sphare which touches points P and Q is of
radius r' smd centered o C;, then we have
r=4 |tq~tp] and center Cym(te+ f{ty)-r). Therefore,
IC\Cyi= max ( ltgde-tp-rl, ItA)-r-f(tp)c1) = r-r'+1.
Since r=d {ta~ts), 1= {ig-tp), we immediately get
1CyC31>2, and therefore C; is & background center,

By proposition 7, every skeleton pointz C; touches one
of the local minimum points must be a background cexiter,
The translation of 1B to C; is nothing but the inscribed maxi-
mal sphere with center at C;. Its top surface makes a horizon.
tal baseline RS which passes the minimum point and intez-

sects the signal f(t) at two points R and S. Furthermore, al}
the successive skeleton points of C; must be background
centers since they are farther away from C, than C;. There-
fore, every pixel underneaths RS (the shaded ares on Fig. 2b)
will be removed by the segmentation algorithm. Fig. 2¢
shows the result after background removal of Fig. 2b. Fig. 2d
shows a more general case which has more than one local
minimum points. The shaded area in Fig. 2d zre detected as
background and are to be removed by step 2 of the segments-
tion algorithm. Fig. 2e shows the result of Fig. 2d after sub-
tracting the background offset by step 3 of the segmentation
algorithm,

4.3. About the Structuring Element

The reason why we chose the rectangular-solid dis-
tance in the previous section is simply because it is suitable to
be used as mentioned in Section 3, and because it is flaz on wyp
and, therefore, easy to analyze. However, the computation
time as well as the segmentation results will be the sane by
using any one of the three distance measures,

By using these kind of structuring elements, the con-
nectivity of the skeleton may be biased and the spatial locali-
zation may be inaccurats. However, our goal is the segments-
tion of bilevel images, not the representation of the image
structures by using the skeleton. These two problems will not
affect the results of segmentation, since the algorithm will
transform back t the original signal shape by (9) after the
background are removed. "he shape of the original signal
sbove the background terrain will be preserved no matter
which one of the structuring elements is used.

Another nice property of this algorithm is that it uses a
fixed unit-sized structuring element for sl kinds of input
images. This property makes the sutomation possible. In
addition, most morphological hardware erchitecture imple.
mentations are limited to a fix-sized structuring element.
However, the choices (of the shape, size and/or otientation) of
the structuring element are varying in most applications using
mathematical morphology, like feature extraction, edge detec-
tion, etc, depending heavily on the image 10 be processed.
For example, the choice of the structuring elernent to extract
features depends on the size of the interested features and the
requirement of how accurate the boundary localization is, If
the size of the-structuring element is too small, noises as well
a3 umnecessary details may be extracted. If it is to0 large,
some small features may not be extracted. Since our segmen-
tation algorithm uses the structuring element only as a dis.
tance measure, the choice of structuring element is relatively
not critical and is independent of the size and the orientation
of the images. Any small size structuring element should be .
sppropriate. No 2 priori knowledge of the size of the object
and the orientation of the light source(s) is necessary. There-
fore, this segmentation algorithm is robust,

44, Comparison with Top Hat Transformation

Top Hat Transformation (THT) {10] was originally
proposed by Meyer and was applied to the exuaction of




chromatin in cell’nuclei’ The transformation has been used in
the past for the same kind of bilevel image segmentation as
our algorithm. It is made up of the residual from the opening
byrB and f, i.e. f- £ Q rB. It is also a kind of background
removal process since f O B represents the background
portion swept out by al the translations of 1B under the umbra
of f. However, in THT, a simple opening operation with a
fixed size structuring element is usually not good enough for
the background removal. The difficulties are not only that the
size of the structuring element is not easy to determine (usu-
ally it depends on the size of the object), but also a fixed size
structuring element can not separate the background properly.
For example, consider the 1-D signal f(t) shown in Fig. 2d.
Let A; and A: be two local minimum points of f(t) , the
inscribed maximal sphere which touches A, has two farthest
points Py and Q;, and the inscribed maximal sphere which
touches A; has two farthest points P; and Q;. Assume
1A{ Q1> 1P1Qyl. Then the sizz of the fixed size structuring

element is either 2 or < -i-IPxQ;I. In the first case, if the size

is2 -&IP;Q:I. then the two peaks in-between PiA; and A/Qy

can not be seperated because the structuring element can not
touch the minimum point A, (see Fig. 2f). On the other hand,

if the size of the structuring element is less than 41P\Qi,

then the base under the peak in-between AzQ; will touch the
small structuring element too much, and will thus be removed
too much. As a result, the peak in-between AzQ; will be nar-
rowed and distorted (see Fig. 2g). Therefore the background
can not be removed completely or the signal may be altered in
either case by using s fixed size structuring element,

On the contrary, our segmentation algorithm uses a

fixed, unit size structuring element, which will preserve the
original shapes of all peaks (see Fig. 2e).

S. Experimental Results

In this section, we present some experimental results to
show the performance of our segmentation algorithm. We
used a simulated checkerboard imsge under two nonuniform
illuminations and two real images for the experiments. For
the purpose of comparison, the images in all experiments
were segmentad by 1) our algorithm, 2) a global threshold
selected interactively to yield "optimum” visual results, 3) the
White-Rohrer algorithm (14), and 4) the Pavlidis-Wolberg
algerithm [6). The White-Rohrer algorithm has been used
successfully in character extraction spplications.

The simulated image is & chackerboszd of size 256 x
256 pixels. The light regions have gray scale intensity 40 and
the derk regions have gray scale intensity 0. To simulate the
nomuniform illumination effect, illumination patterns were
added to this perfect checkerboard. Fig. 3a shows the check-
erboard image superimposed an illuminstion pattern which
changes linzarly in the x and y directions plus & jump in the
middle of the pattern, i.e.,

offset(x,y) = ky'x+kay+kyu
where k's are constants and u=0, if xSxo and ySye; u=2, if
x>xg and y>yo; otherwise u=1. The jump simulates the situa-
tion that some part of the image are under shadow, Fig. 3b

Fig. 3: (s) Siroulated image 1, (b) Result of best thresholding
of (a) (c)(d) Results of our segmentation algorithra spplied
to (a) by using 2-D and 1.D scan fashion, respectvely. (e)
Rerults of White-Rohrer{14] algorithm, (f) Results of
Pavlidis-Wolberg(6] algorithm.

shows the result of thresholding the image in Fig. 3a. The
difficulty of tresholding the image is obvious. The imsge
shown in Fig. 3a is easily segmented by our segmentation
algorithm. We spplied it in both 2-D fashion and 1-D row
scan fashion, respectively, and got the same good results (Fig,
3c and Fig. 3d). Note that the nonuniform illumination effect
is completely removed.

Fig. 4a shows the checkerboard image added 0 a
Gaussian iDwumination pattern, defined by

offset(x,y) = exp [:L&ﬂ%&t'ﬂﬂ}

with 062, Fig. 4b shows the result of thresholding the image
in Fig. 4o Using owr segmentation algorithm in both 2-D
fashion and 1.D row scan fashion, regpectively, we got the
same good results (Fig. 4c and Fig. 4d).

Fig. 51 shows a text image of size 192 x 512 pixels.
The data were obtained by a vidicon camers with & nonuni-
form lighting condi-'on. Thresholding result of the text image
is also shown in Fig. 5b. Fig. S¢ and Fig. 5d show the results
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Fig. 4: (a) Simulated image 2, (b)-(f) Results of algorithms aa
in Fig. 3,

after segmentation by our algorithm using 2.D fashion and 1.
D scan fashion, respectively. Fig. Se and Fig. 5 show the
segmented results by the White-Rohrer aslgorithm and the
Pavlidis-Wolberg algorithm, respectively,

Experimental results using tool images are shown in
Fig. 6 and Fig. 7. Fig. 6a and 7a show two tool images of size
256 x 256 pixels. Fig. 6 and b thow the results obuained oy
global tresholding. Fig. 6c and 7c show the results after seg-
menution by using our algorithm in 2.D scan fashion and Fig.
Mmd?dsthhemumml-DmMﬁon. Fg. 6¢ and
Te show the results by the White-Rohrer dgorithm.  Fig, §f
and 7€ show the results by the Pavlidis-Wolbery algorithm.

6. Discossion and Conclusions

We have proposed a bilevel image segmentation algo-
rithm by using gray scale morphological operstions. The
morphological skeleton transformations on binsry images are
extended 1o the gray scale images, which forms the basis of
our segmentation algorithm. The segmentation algorithm
skelewonizes the input gray scale image first, then check for
discontinuity of skeleton set. The background due to the
nonuniform illumination effect is then ramoved accerding to
the discontinuity information. Finally, a global thresholding
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Fig. 5t (a) Text image, 192 x 512 pixels, (b)) Results of
algorithms as in Fig. 3.

is zpplied to get the proper segmentetion result. The algo-
ridunisdnoslmwnwbebeuuthmuwbwmmudIy
selocted global threshold under different llumination condj.
tions. Itismobetwdm:locdthru}nldd;oﬁdunpro-
posed by White and Rohrer and another algorithm proposed
by Pavlidis and Wolberg, A visual comparison from the’
experimental results leaves the impression Uat this segmenta.
tion algorithm numing in 1-D scan fashion can give as good
results & that running in 2-D fashion, However, the computa-
tion time is four times faster by usiny 1-D scan fashion
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APPLICATION OF SCATTERING THEORY TO PLASTIC STRAIN ESTIMATION

Y.Z.Dai and F.P. Chiang

Laboratory for Experimental Mechanics Research
State University of New York at Stony Brook
Stony Brook, NY 11794-2300

ABSTRACT

Light scattering theory and plastic deformation induced surface roughening were
studied in an effort to provide some theoretical background to a nondestructive, non-
contact plastic strain evaluation method. Experimental investigation shows that plastic
strain on the surface of a metallic specimeh is linearly proportional to surface root-
mean-square roughness and inversely proportional to surface profile correlation length.
Utilizing these relations along with Beckmann’s light scattering theory, we obtained an
expression which describes the scattered light intensity distribution in terms of plastic
strain. This expression was applied to plastic strain evaluation and favorably verified
by some experiments on aluminum alloy and brass materials.

INTRODUCTION

The phenomenon that plastic deformation changes metallic surface roughness as well
as the scattered light intensity distribution has been investigated in the field of experi-
mental mechanics for developing a plastic strain evaluating method.!=® However, to the
authors’ knowledge, all the related work in the published literature are experimental
and there has been little theoreticalanalysis relating plastic strain with scattered light
intensity distribution.

Obviously, surface roughness is the key factor relating plastic strain with scattering.

Therefore the approach should be on two aspects: the plastic deformation induced sur-

face roughening and the roughness caused light scattering.

In the present work, the relation between plastic strain and surface profile wavelength
was experimentally studied; Then these relations were combined with Beckmann’s light
scattering theory* such that the scattered light intensity distribution was expressed in
terms of plastic strain. It is hoped that this paper will provide some better under-
standing on plastic deformation induced light scattering variation and its application to
plastic strain evaluation.




PLASTIC STRAIN & SURFACE ROUGHNESS

Study of plastic deformation induced surface roughening was carried out on ten-
sile specimeng made of aluminum alloy and brass materials. Specimens were cut from
stock sheets along rolling direction and then polished to an initial surface roughness of
approximately R, = 0.05um, where R, is root-mean-square (RMS) roughness. After
being loaded on a Tinius Olsen 1000 testing machine to a certain amount of plastic
deformation (measured by strain gage and moiré method) the specimen surface profile
was recorded by a system As shown in Fig.1, where the tip radius of the stylus of the pro-
filometer is 5um.and the surface profile was digitized at a frequency of 1000 points/mm.
The surface profiles of aluminum*1100-00 at different amount of plastic deformation are
shown in Fig.2. It is seen that the surface height variation increases while the proﬁle
wavelength decreases with plastic strain.

Plastic Strain & RMS Roughness

The zero-mean surface profiles were processed to yield the RMS roughness by the

following expression:
1 &, '
R, = ~l 7 T £0) 1)
i=1

where IV is the number of data point; f(i) is the discrete profile height at i, point; and
L is the sampling length. :

Five measurements of surface profile were taken at each plastic strain level. After
the maximum and minimum values were eliminated, the rest data were averaged and
plotted versus plastic strain as shown in Fig.3 in which the vertical bars represent the
standard deviation of the data. The relation between plastic strain and RMS roughness
may be expressed by a linear function as:

v =ay - (2)
where a is a constant. This result confirins some early experimental work.%®

Plastic Strain & Profile Correlation Length

The profile correlation length is defined as the lag length T' at which the autocorre-
lation of the profile is 1/e (0.368) of the zero-lag autocorrelation value. The value of T
should satisfy the following condition:

v [0 fisT) L
!—H f2( )
The obtained profile correlation lengths were processed by the same method as de-

scribed in the above session and the results are shown in Fig.4. The relation between
plactic strain and surface profile may be approximated by:

8
gl

(3)

o |

T = (4)

where 3 is a constant.
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The constants a,d in the above equations can be determined by using the least
square method to fit the experimental data. Tests carried out on brass tensile speci-
mens show that a = Tum, and 8 = 0.75um.

In general, Eq:2 and Eq.4 should take the form

c=ay+c and T = B
. * T+a

\

indicating that the surface Toughness o and profile correlation length T are finite at zero
plastic strain due to the limitation of polishing process.

+b ' (5)

Plastic Strain & Substructure Size ,

Profile correlation length in general is proportional to profile wavelength, the magni-
tude of which is observed to be of the order of tens of microns. It might be worthwhile
to point out that another plastic deformation induced surface substructure, which is of
the order of less than ten microns, is related to plastic strain in a similar way as Eq.4.

According to Holt's derivation!”), the dislocation substructure size d is related to
dislocation density p by:
d= K.p'/? (6)

Applying linear regression to Chiem and Duffy’s experimental data® on shear strain
~ and dislocation density p, we get:

v = 1.85./p ~ 11.52 ()
Substitute £q.7 into Eq.6 and write the resulting expression in a more general form
as! -
K
Cdw ’-’;—- +q (8)

where p, q, I are constants. Eq.8 indicates that shear strain v is inversely proportional
to substructure size d which is an analog to Eq.4.

BECKMANN'S LIGHT SCATTERING THEORY

Beckmann* discussed extensively the scattering of electromagnetic waves from rough
surfaces. The solution describing the scattered light intensity distribution, also called
power-spectral-density (PSD) for some circumstances, from a square area is:

v et [,y TUE S 97,13 am
<ppt>=eTl gl ) e (9)

where the left hand side term is the ensemble average of light intensity pp* which was
originally described as a ratio proportional to the mean scattered power; A is the area of

the surface being illuminated; T is the profile correlation length and the other variables
are defined as:

V9 = ko(cos 8, + cos ;) (10)




sin(v.X) sin(v,Y)
v X v, Y (11)

o =

- e Fe 1 + cos 8, cos §; — sin 8, sin B, cos 6; (12)
cos By (cos 6, + cos 92)

= ky/sin? 6; — 2sun 8, sin 02 cos 93 + sin 02 (13)

where k = 27/ ); ) is the mvclength of the light source and 6, is the light incident angle
and 6,,0; are observation angles(see Ref.[4] for detail).

-~

In practice, normal incidence (6, = 0) is often used which makes F = 1 and v,, =
ksinf;. Then Eq.9 can be rewritten as:

R g™ L \
< *S= e 2 i ~(kT sin#;)° /4m
pe ¢ (‘o° + A = mim® ) (14)
This expression can be extended to the case of a circular illumninated area with radius
r, then the area A is 7r? and

_24(2)
Po - Z (15)

where Z = krf and Ji(Z) is the first order Bessel function of the first kind. Utilizing
Eq.2 and Eq.4, Eq.14 can be written in terms of plastic strain v as:

Y —(kBlinO;)’/‘lmw’
<ppt>=e (po ( )MZ_:I e ) (16) '

where

V9 = kay(1l + cos 6;) (17)

Therefore, the PSD function has been expressed in terms of shenr plastic strain.
Once this distribution and the necessary constants are known, then the plastic strain

can be evaluated by Eq.16; or, given a plastic strain value, its corresponding PSD dis-
tribution can be predicted (Fig.5). _

APPLICATION TO PLASTIC STRAIN EVALUATION

In this part of the discussion, Eq.16 shall be used to predict the relation between
PSD width and plastic strain followed by an experimental verification.

Analytical Approach

PSD width is defined as the width of the scattered light intensity distribution when
its value is a certain fraction of its maximum. This width is approximately proportionai

to the scattered angle §. In the following discussion, 6 will be used to represent PSD
width. Denote the intensity ratio as W, we have:

2 im .
_<ppt >e=p Pt + (A) © &ﬂﬂl}f_}:j_ﬂ_e(vkﬂlma)’ﬂmq’

_ ry m=1 . — (18)
< pp* >6,=0 1+ (%) m=1 zk':;‘

The term e~*?(1+¢0s%) has been omitted because the error it introduces is less thaa
1.0% for 9 < 4°, which is the maximum scattering angle observed in experiments. Fig.6
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shows the PSD width at both IV = 1/2 and W = 1/e versus plastic strain. It can be
seen that the theoretically predicted relation is approximately linear.

Experimental Verification

The linear relation between the width of the PSD distribution and plastic strain was
verified by a system as described elsewhere.® An experimentally obtained PSD distribu-
tion for brass material is-shown in Fig.7." As can be seen, it takes quite a similar form
compared to the one (Fig'5) predicted by the light scattering theory. The scattering
in experimentally obtained PSD is caused by speckle effects and is believed to vanish
by taking an ensemble average on macroscopically similar but microscopically different
surfaces undergone the same amount of plastic deformation.

Fig.8 shows some experimental résults on the relation between plastic strain and PSD

width (1/e). A linear relation, which is in support of the analytical result as shown in
Fig.6, can be clearly seen. '

DISCUSSION & CONCLUSION

It has been shown that metallic material surface roughens as the specimen under-
@~ plastic deformation in such a way that surface RMS roughness increnses lincarly
while surface profile correlation length decreases inversely proportional to plastic strain
for the material tested. The range of validity of this result is 10% plastic deformation
even though a much wider range was reported.’® The initial surface roughness plays an
important role in the determination of the constants in Eq.2 and Eq.4.

No explanation can be offered at this point to the similarity between Eq.4 and Eq.8.
The knowledge of the internal relationship of these two equations may provide us with

a better understanding of the plastic deformation induced metallic surface roughening
mechanism.

-

The expression for describing PSD distribution as a function of plastic strain seemed
to be correct. Comparing the analytical solution with the experimental data, we find
a good agreement for PSD width method. However, we also see some discrepancy in
the early stages of plastic deformation which may be improved by using a more general
model like Eq.5. The accuracy of using this technique to estimate plastic strain can be
improved by taking an ensemble average of PSD distributions.

Further experimental development and theoretical investigation on plastic deforma-
tion induced surface roughening mechanism may provide us with a practical non-contact,
nondestructive method for evaluating plastic strain. The method has a potential to be

used under severe environmental conditions such as high temperature and/or high strain
rate.
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ABSTRACT

An optical-numerical correlation technique has been developed for detecting the
elastic-plastic boundary on the surface of a material which has undergone plastic de-
formation. Laser speckle pattern produced from a surface is measured before and after
plastic deformation which produces a change in their cross correlation. The speckle
images are recorded and processed using a computer based vision system. Experimen-
tal results obtained for aluminum alloys have demonstrated the high sensitivity of this
method. A comparison with theoretical and finite element results is presented.

INTRODUCTION

It has been known for sometime that the surface roughness of material increases with
increasge in surface strain '~3, This is mainly due to the process of dislocation movement.
This phenomenon suggests methods to relate plastic strain quantitatively with variation
in surface roughness. Surface roughness can be measured by a stylus-type profilome-
ter. But this method tends to damage the material surface under examination. There
are optical techniques to quantify surface plastic strain by measuring surface texture
parameters. Some *® employed coherent light source and obtained information about
surface texture from the light beam reflected from the test surface. Others 7 used a

.white light source and a computer vision system to determine the plastic strain.

In this paper a nondestructive, non-contacting computer based method is described
for the determination of plastic deformation. In particular the technique is applied to
the determination of the elastic-plastic boundary around % central hole in a plate of
finite width. The method employs a converging laser beam which detects the change in
surface roughness introduced by plastic deformation. The difiracted images are recorded
and digitized using a computer based vision system and a correlation technique is em.
ployed to analyze the digitized images.

THE SPECKLE PATTERN CORRELATION TECHNIQUE

D
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The basic principles of the speckle pattern correlation techniques is based on the
phenomenon that the surface of a piece of metallic specimen roughens as it is subjected
to sufficient amount of plastic deformation. Consequently the resulting speckle pat-
tern changes accordingly. If g(z) is a function which describes the surface of a given
area before deformation and f(z) describes the surface after the deformation, the zero

shift cross correlation C,(g, f), which is a measure of the resemblance between the two
functions, is defined as:

© Ce )= [ g@)x fle)iz 8y

Normalization of C, yields the cross correlation coefficient:

Celg, f) = \/Lm g*(z)dz x f_oo f’(z)dz

For dxgmzed images, g(z) and f(z) take dxscrete form and the above expression
becomes 8:

\:1 ()Xf()
Cls, f 2 3
(g ) \fZ:—lg X E\-l fZ( ) ( )

For two dimensional images the expression for cross correlation coefficient becomes:

Cdg,f) = =¥ X 90, 4) x f(i,j)
| \/2._; Z =19 ( ’J) X Z‘-l J-l f (i’j)

where g(i,7), f(i,7) are the discrete intensity levels at points 1,7 of image g and f, re-
spectively and M and N are the dimensions of the arrays g(i,5) and f(t,j).

(4)

EXPERIMENTAL PROCEDURES AND DATA ACQUISITION

Plate specimens of 3.2mm thick with a central hole were cut from aluminum alloy

6061-T6 in the rolling direction. The elastic modulus is 72GP,; the poisson’s ratio is
0.32 and the yield strength is 275M P,. The geometry of the specimens are shown in
Fig.1 where the b = 76mm,a = 6.4mm and R = 12.7mm. One side of the specimen
surface was polished until an initial roughness value of approximately R, = 0.05um was
obtained, where R, is the arithmetic average roughness.

The specimen was loaded axially in a universal testing machine at ¢ = 0.765¢,,
where o is the remote normal stress along the X axis, and o, is the yield strength of the
material. The loaded specimen was then mounted on a X-Y translation stage which is
capable of translation in each direction in 0.006mm increments.

The point of interest on the test object was illuminated with a 20mw He-Ne laser.
To increase the resolution of the technique, the diameter of the laser beam was reduced
through a system of optical arrangement consisting of a spatial filter, an aperture, a
collimating lens and a converging lens as shown in Fig.2. The actual size of the laser
beam directed on the test piece was estimated to be 0.05mm. A piece of ground glass

.was placed at a distance of 0.8m from the test object such that the difiraction pattern
was observed in the Fraunhofer diffraction zone ®. The diffracted speckle pattern was
recorded by a digital camera placed at 0.36m from the ground glass. The camera (reso-
lution of 256 x 256 pixels, =ach pixel has 256 gray levels) was connected to a TV monitor
and supported by a computer which together with the developed software provided fuil

(2)-
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image processing and analysis capabilities.
RESULTS AND DISCUSSION

Fig.3 shows the diffraction images of the test piece along the vertical axis (section
C-C). Fig.3a is the diffraction image in the elastic zone. As the light source moves to-
wards the central hole, the strain level increases and as illustrated in Fi«.3b & 3c thereis
a continuous drop in the sharpness of the images and the image bounuary becomes less
distinguishable. The observation suggests that the correlation level of each subsequent
image will decrease.

Fig.4 shows a plot of the cross correlation’ coefficient along section C-C. As can
be seen, the initial images correlate well with that of the elastic zone at B and the
correlation coefficient remains fairly constant over a distance of approximately 5.4 mm.
However, beyond this point (as indicated by point P) the correlation coefficient begins
to decrease and reaches a minimum value at-the edge of the hole where the maxi.
mum plastic strain occurs. The decrease of the correlation coefficient (point P) would
therefore provide an indication of the incipient yielding and hence the location of the
elastic-plastic boundary. ‘

The threshold value of cross correlation at which the elastic-plastic boundary is to be
determined should be chosen according to the cross correlation-plastic strain calibration
curve and the definition of elastic-plastic boundary for each specific problem. Suppose
the elastic-plastic boundary is defined at where the effective residual strain is 1%; while
from the cross correlation-plastic strain relation we find 1% effective strain corresponds
to 0.7 cross correlation value, then 0.7 should be used as the threshold to determine the
boundary.

Fig.5 shows the elastic-plastic boundary identified using the method described. The
results shown are those obtained in region A of the specimen as indicated in Fig.5. The
results obtained using the finite element method is also included. A numerical calcu-
lation which assumed a state of plane stress and adopted the von Mises yield criterion
was carried out using a finite element package (ABAQUS version 4-7-21), The solid line
represents a computed effective strain of 0.01%. As can be seen both the experimental
and computed results agree reasonably well. An attempt was also made to compare the
above results with those obtained using the Kirsch’s solution for the stress distribution
around a small circular hole in an infinite flat plate subject to uniform tension !° and
the von Mises yield criterion. As can be seen the theoretical results (broken line) under-
estimated the size of plastic zone. The discrepancy is maybe due to the simplification
and assumptions made in the theoretical solution.

' CONCLUDING REMARKS .

l In this paper, it has been demonstrated that speckle pattern cross correlation tech-
nique can be applied to the detection of the incipience of plasticity. In a material which
had undergone elastic-plastic deformation, the method described was able to detect
' plastic strain of the order of 0.01%. The technique was supported by a computer vision
system via which the recorded images were analyzed and processed. With further au-
‘ tomating the technique, it has the potential of being developed into a practical tool.
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Fig.5 Elastic-plastic boundary at ¢ = 0.765¢,
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Abstract

A 3.D moment method of object identification and positioning
is proposed. Moments are computed from 3-D CAT image functions,
2.5D range daa, space curves and discrete 3-D points, Objects are
recognized by their shapes via moment invariants. Using an alge-
braic method, scalars and vectors are extracted from compound of
moments using Clebsch-Gordon expansion. The vectors are used to
estimate position parameters of the object. Moment features of range
data can be used in the view-independent object recognition when
the 3-layer perceptron encodes the feature space distribution of the
object in the weights of the network. Objects are recognized from an
arbitrary viewpoint by the rained network.

1. Introduction

Moments have been used in computer vision for 30 years.
Moment invariant features of images are useful in pattem recogni-
tion. Various methods of computing 2-D moment invariants have
been proposed ($1{12]. The evaluation of moment integrals requires
a large amount of computation. However, the computation complex-
ity will not hinder the use of the moment method in the real time
computer vision system. The moment integrals can be panallelly
computed. Moreover, VLSI chips (1] and hardware (13) have been
designed 1o compute 2-D moments in real tme.

In this paper, we present formulae for computing moments of a
3.D grey-level function, of a range image, of a 3-D curve, and of a
set of discrete feature points. Range images are commonly used in
robotic vision applications, We shall show that the 3-D moment
Mss Of an object in the range image can be considered the 2-D
moment My, of an image function which depends on the range
image and the derivatives of that range image. Hardware similar to
those in {1][13]) may be built so that 3-D moment feature extraction
from the range data can be done in real time. The invariant and vec-
tor moment functions can be constructed using our proposed method
{7). Our method is based on the Clebsch-Gordon expansion in group
representation theory (6)(7). Moments are first expressed in the basis

This work was supported by the National Science F undaton under Grant IRI-
8710856 and U.S. Army Research Offics under Contrect DAAL 0388K0033,

of spherical harmonic polynomials, They are called complex
moments. Vectors and scalars are extracted from the compounds of
complex moments via Clebsch-Gordon expansion. Higher order
moment invariants can be derived in this wey, They represent the
fine spatial details on the objects. Feature vectors containing highet
order moment invariants have high discriminative power in panem
classification. The vector moment functions can also be used in the
algorithms of position estimation [2){9].

The range image is a multiview representaion of 3-D objects.
The moment invariantz of an object in the range image only
represent a particular view of the object. Even 10, the set of invariant
features still provides an elegant description of an object in each
viewpoint. A convex polyhedren can be represented by & number of
Gaussian peaks in the moment invariant feature space. Each peak
represents a characteristic view of the convex polyhedron. A smoothy
convex object can always be approximated by a convex polyhedron,
so its feature space distribution can be approximated as a superposi-
tion of Gaussian distributions. As for non-convex objects, one part of
the object may be occluded by another part of the object. Therefore,
non-convex obiects generally have rather complicated feature space
distributions. I'atterns with multimodal non-Gaussian distributions
may tonn arbitrarily complex discomnected decision regions. The
recently proposed 3-layer perceptron network has the capability of
classifying petterns with arbitrarily complex decision regions
[8](10). This network can be trained by the back-propagation algo-
rithm [10]. We have conducted experiments on both convex and
non-convex curved objects. The 3.D moment features of objects
from all viewpoints were extracted. These features were used as the
training samples for the inputs of a 3-layer perceptron network. Our
experimental results show that objects coded by moment invariant
features can always be satisfactorily classified by the 3-layer percep-
tron network. .

The paper is organized as follows. In Section 2, we present the
computation of 3-D geometric moments of 3-D grey-level functions,
range-data, space curves and discrete feature points. In Section 3, we
present the derivation of invariant and vector moment functions
using Clebsch-Gordon expansion. The 3-1) moment method for pat-
tem recognition and position estimation is given in Section 4. The
experiments] results are given in Section 5. Section 6 concludes the
paper with a summary of results and s few remarks,




The ten third-order moments are decomposed into two complex
moment multiplets. chcn of tpe third-order complex moments,
denoted by [v? v, -, vit,vid), coresponding to L=3.
Another three’ third-order complex momemnts, denoted by
{vi,vP.vi!] comesponding to L=1. vf* and v{* are linear combi-
nations of the third order moments. These expressions are given in
mn .- -

Three moment invariants containing the second-order moments
are given below,

V8= ZVR( M 200 + Moz + Moaz ). (7
=

vR2)E=(S) T (2v3vid = 2vivit + (vD?). (1.0)

nv-(s)”-}(nivfz-nivz“ +nfvf = n3lvi +nive), (1.¢)

where 1 is a second rank spherical tensor derived from the products
of vl in(6). nP= iz<2 §.2m=i 12,22 m>vive= , nv is a cubic

polynomial of sccond order moments. In [7), we have shown that our
results in (7) agree with those obtained by Sadjadi and Hall [11].
Two quadraic moments invariants containing the third-ordet
moments are given below

V331 = (0 T 2vivii-2viviteavive<viR), 3.9)
-l
V(LI = (3)7 [2vivii=(viRl. (8.hb)

A complete set of moment Invariants containing the second and
the third order moments have been derived. Three vector moment
functions which are used in motion estimation have also been com-
puted. Explicit expressions of these moment functions can be found
in (7). The advantages of our approach is that (1) It is a general and
systematic way of deriving higher order moment invariants, (2)
sufficient number of moment vector functions for motion estimation
can be derived from the second and the third order moments, Vectors
constructed from higher order moments are $00 expansive to com-
puted and very vulnerable to noise,

When each invariant moment feature is divided by suitzble
power of v§, it becomes invariant under changing of size. Those
similitude-invariant quantities derived from the moment invariants in
(7) and (8) are given below

B e
13 = v(3, 3)8 3= v(l 1)8
(v@ﬂ” (v&)"’

Others derived from higher order moment invariants are given in (7).
4. Object Identification and Position Estimation

4.1, Object Recognition using Moment Invariants

The moment invariants of the range image can be used in the
view-independent 3-D object recognition. Each view of a convex
polyhedron can be represented by a Gaussian peak in its moment
feature space. The feature space distribution of a convex polyhedron
is a superposition of Gaussian distnbutions centered at a number of
positions. The distribution is the superposition of Gaussian peaks.

Pxy, - .x.)--lgP,(xl. X)) P, )

where P)(x1, " - x,) is the Gaussian distribution whose paramet!
are the mean and variance of the features. P, is the a priori probabil-

ity of the jth prototype view of the object and X‘P, =1,
I‘

A curved convex object can be approximated by a convex
polyhedron to any precision. Thus its feature space distnibution
also be approximated by (9). The non-convex objects are
occluded. In different viewpoint, the self-occlusion occuts in d
ferent degrees. The feature space distributions of non-convex curved
objects ars generally more complicate than those in (9). The Ga
sian classifiers can not classify pattems whose feature space distrib‘
tions are non-Gaussian. Nonparametric techniques had been sug-
gested to construct statistical pattem classifier for Non-Gaussian daj
(3). However, such techniques are severely restricted by the dim
sionality of the feature space,

The recently proposed multi-layer feed forward neural network
has the capability of classifying pattems with non-Gaussian feal
space distributions. A three-layer perceptron, shown in Fig.1, ¢
classify pattems of arbitrarily complex decision regions (8](10]. The
learning rule for perceptron using sigmoidal threshold function
called back-propagation training algorithm (10). The algorithm
the iterative gradient descend method o find the weights in the
work. The rules can be summarized in three equations.

w,-;(n+l)aw,-;(n)+n8,0; + a(w;i(n)~wy(n=1)) (10

where w); is the weight and n is the step size, The last term of the
above equation is a momentum term which will improve the conve

gence of the training process. The error signals at the output nod
are given by

8 =(t; ~0)) f(net)

(1)
where ¢; is the desired signal at the output node /. The error sigm.l.'
at nodes in the hidden layer and the input layer are given by

(12) .

§; =f,-'(ne:,) ;

The inputs o the system are !he moment invariant features extracted
from the range data of the object. The output signals of the system
are associated with the pattern classes of the prototypes. Our experi-
mental study indicates that the three layer perceptron can success
fully classify patterns with non-Gaussian distributions when these
distribution profiles do not overiap. I

4.2, Pogitlan Estimation using Vector Moment Functions

Momerits have also been used to estimate the affine transform
purameters of 2-D and 3-D images. Cyganski and Orr developed
tensor-based technique to recover the affine transform of a 2-D
image resulting from the orthogonal projection of a rigid planar
patch (2], Their method has been extended to affine transform deter-
mination for 3-D objects by Faber and Stokely [4). In the tcnsot'
approach of estimating rigid body motion parameters, the rotation
parameters is determined by solving a system of linear equations
containing three vector moment functions. The translation pmme-.
ters can then be determined from the transformation property of the
first order geometric moments.

The 3-D orientation can be estimated from the principal axes otl
feature points in two frames. The basic assumption is that the 3-D
coordinates of a set of feare points on 2 rigid body are known at
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Estimation of plastic strain by fractal
Y.Z.Dai and F.P.Chiang

Laboratory for Experimental Mechanics Research
SUNY at Stony Brook, NY 11794-2300

ABSTRACT

An attempt was made to explore the possibility of utilizing fractal dimension to estimat~ surface
roughness and plastic strain of metallic specimens. The roughness and strain related characteristics
of specimen surface were revealed by laser speckle technique and related to fractal dimension in this
paper. Some preliminary experimental results show that fractal could be used for the evaluation of

plactic strain and surface roughness.

1L INTRODUCTION

Permanent strain in metals generally changes surface features of the specimen. This pl;enomenon
has been used for evaluating plastic strain 12345, The present work is designed to extend the inves-
tigation on surface roughness and plastic strain measurement by introducing the fractal dimension

“analysis method.

Fractal, which abstracts some essential features of an object and characterizes it by a simple
parameter, has a history of only one decade and it has already generated wide interests in many sci-
entific fields. In this study, fractal dimension is applied to abstract the surface roughness and plastic
strain related information in the power spectrum of specimen surface by laser speckle technique.
The power spectrum, which is the diffraction speckle pattern produced by an optical configuration
as shown in Fig.l, of a specimen surface reflects the change in surface textures caused by plastic
deformation. It is hoped that fractal dimension can be used as a measure to detect this change and
hence to estimate surface roughness and plastic strain.

2. FRACTAL DIMENSION

Fractal it defined as a ‘set for which the Hausdorff-Besicovitch dimension strictly exceeds the
topological dimension’ ® or ‘a shape made of parts similar to the whole in some way’ 7. Fractal, in
a sense, represents some essential characteristics of a somewhat random curve or a surface.

The essential part of fractal analysis is to define a measure, which could be length for curves,
area for a surfaces or volume for three dimensional objects, and its relationship with a scale with
which the measurement is taken. Suppose we measure the length of a curve by covering the curve
with the minimum number of squares, obviously the measured length of the curve depends on the
size of the square and the smaller the square size, the longer the measured curve length. If the




length of the measured curve length is denoted as L; the side length of the square is § and the
minimum number of squares needed to cover the curve is N(§), then the measured curve length is:

L= N®)§ (1)

If we measure the curve length with different sized squares, a series of curve length will be
obtained. Experiments have shown that the measured length is nicely approximated by the formula:

L(§) = a.8*-P

where D is the so called fractal dimension for curves.

For example, the fractal dimension of the coast of Britain is D = 1.3; while the fractal dimension

of the coast of southern part Norway is D = 1.52. These two coast lines could then be identified
by their fractal dimensions.

Fractal has found wide applications in describing the nature such as landscape, coast line, clouds

and so on. It can also be used to generate objects which look just like natural ones. A speckle
pattern is somewhat random and may be described by fractal as well.

3. POWER SPECTRUM AND FRACTAL

When an optically rough plate (z,y plane) is illuminated by a narrow laser beam as shown in
Fig.1, the power spectrum of the complex field xmmedxately in front of the surface being illuminated
would be formed in the Fourier transform plane (u,v). If a piece of film or a video camera is put
in this plane, only the intensity, i.e. the power spectrum, will be recorded. Fxg 2 shows a power
spectrum digitized and recorded via a video camera and Fig.3 is a plot of the power spectrum along
the central cross section for specimens which have undergone different amount of plastic deformation.

Fractal dimension may be evaluated in different ways depending on what kind of measure-scale
pairis sed. Based on the fact that landscapes have the highest amplitudes at the lowest frequencies,
a Fourier transform method was introduced ®. The Fourier amplitude C; of a landscape, which is the
specmlen surface illuminated by laser for our study, is related to its corresponding spatial frequency
fby®

Crx f‘ﬁ

(3)
The parameter 3 is related to fractal dimension D simply by %:

D=2-p (4)

This means that a Fourier transform on specimen surface features is needed and this is exactly

what has been done to the specimen surface by the optical configuration shown in Fig.1. The com-

plex amplitude A(u,v) at the u,v plane, assuming it is sufficient far away, 1s the Fourier transform
of the amplitude O(2,y) immediately in front of the object plane (z,y) °.

(2)




.- Clu,v,L o i1 (uz o
A(u,v) = —-%%—-—)-/[-” O(z,y)e i3 (uzs V) dzdy (5)

where ) is wavelength; L is the distance between the observation plane and object surface; and

C(u,v, L)is a complex value jndependent of z,y coordinates. The coordinates u,v in the observation
plane are related to spatial frequencies f;, f, by:

fe=u/AL
=oAL - (6)

What can be easily recorded is the intensity, which is what we record on either photographic
film or video camera at u, v plane. This recorded intensity is the power spectrum of the surface. i.e.
’ I(u,v) = A(u,v) * A*(u,v) (7)

where A*(1,v) is the complex conjugate of A(u,v).

The light intensity on (u,v) plane can then be expressed as a function of f,, f;:

I(u,v) = F(fe) f,) (8)

This two dimensional equation can be further simplified to one dimensional by averaging the
intensity I{u,v) along circles (f = (/f? + f2) from the mirzor reflection point which is called the

centroid of the speckle pattern. This averaging yields spatially averaged intensity G; and is based
on the assumption that the surface roughness is isotropic.

The complex magnitude C; is replaced by intensity G;. The Gy, f relation can be easily ob-
tained by digitizing the power spectrum, processing it and then using Eq.3 to fit the thus obtained
distribution curve by the least square method. The proportional constant in Eq.3 is irrelevant in-
dicating that the fractal parameter is independent of the intensity of the light source used.

4. PLASTIC STRAIN EVALUATION

Fractal analysic was carried out on uni-axial tensile specimens made of aluminum 1100-0 and
6061-T6. The specimen surface was polished such that the surface scratches produced during the

manufacturing process were removed and the surface profile looked approximately isotropic with an
initial surface roughness R, ~ 0.1um.

Surface roughness was measured by Surftest-402 (Mitutoyo) profilometer with a tip radius. of
5um. The spectrum was digitized by a C1000 Hamamatsu video camera whose resolution was set
at 256 x 256 pixels each with 256 gray levels. Plastic strain was measured by a moiré method. A
line grating with a density of 300 lpi was printed on one side of specimen surface while the other
side was reserved for surface roughness and specile pattern measurement. Specimen was loaded on
Instron 1332 testing machine to cause a certain amount of plastic deformation then released from
it fof surface roughness measurement, strain evaluation and laser speckle pattern recording and




processing. -

The centroid of the speckle pattern, where the spatial frequency is zero, was found by the
moment method. i.e.

. 266 256
X, = ZisiZj=19ii X i 9
e 756 (256 (9)
i=1 Lvj=1 9i.j :

and

266 <258
= - gl x J
Yo == 12“: ;se'J (10)
i=1 2vj=1 9i.j

where g; ; is gray level at coordinates i, and X,,Y, are the coordinates of centroid.

The image was then re-sorted in such a way that gray levels were averaged along circles radiating
from the centroid. The gray levels along each individual circle were averaged to yield G:

N .
Gy(k) = Zezkthi (1)
where k represents the distance from the centroid and is proportional to spatial frequency. The
gray level g; ; was selected such that i,; satisfies: N

k<t 43 <k+1 (12)

Fig.4 is a series of plots of Fourier amplitude intensity versus spatial frequency for different
amount of plastic strain. They indeed take the form as described by Eq.3. As the plastic strain
increases, the spectrum distribution becomes flatter resulting in a decrease in 3 and an increase in
fractal dimension D (Eq.4).

Fig.5 is a plot of the unified fractal value versus surface roughness of an aluminum 1100-0 spec-
imen. Fig.6 shows the unified fractal value versus plastic strain of an aluminum 6061-T6 specimen.
Fractal dimension D increases fairly rapidly with respect to the increase of surface roughness R,
in the beginning and becomes almost a constant after R, becomes larger than 1um for aluminum
1100-0 specimen. The curve of fractal dimension D versus plastic strain ¢, is pretty much the same
except that it does not increase as rapidly as the previous one in the beginning and it saturates at
a plastic strain of about 86% of the necking plastic strain for an aluminum 6061-16 specimen.

5. SUMMARY

It has been shown that the power spectrum of specimen surface in the form of laser speckle
pattern can be characterized by fractal dimension which reflects the change in surface texture due
to plastic strain. Fractal dimension method could be used to evaluate surface roughness and plastic
strain. Among the many measure-scale pairs we tried for this study, the intensity-frequency pair is
the best as far as relating fractal to plastic strain or surface roughness is concerned.
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Abstract

nodes of the graphs are smooth surface patches on the cbjects, which are

by the invarisnt features extracted from the surface of these

scalar graph distance measure for the semantic and structural

erences between the graphs are then computed. The distance measure,

guides the object inference and groups surfaces in the range image into

objects. A minimum distance classification scheme is proposed for the
recognition of objects in the range image.

1, Introduction

Object recognition is important in Computer Vision. In many practi-
cal'situations, the objects to be recognized have complex structures, A use.
ful representation of such objects is to decompose it into simpler subpat-
terns, Each subpatterns is considered a primitive entity which is described by
its features. The structural relationships among those subpatterns are
represented by certain data structure. In this paper, we use the attributed
graphs to represent object prototypes in the range data. Euclidean invariant
features extracted from surfaces are used to describe the nodes in the graph,
‘The proposed object representation is a multiview representation, Objects in
the scene are recognized by matching their auributed graphs with those of
models. Our graph matching algorithm will compute a scalar distance meas-
ure which represents the semantic and structural differences between graphs
[1){11). The decision making in pattem recognition is based on the graph
distances. It classifies objects into mode! categories and inspect the defects
and distortions on the surfaces of the objects.

In the literature, various structural pattem recognition methods have
been proposed for ninge data recognition. Some used rigidity constraints to
guide the matching of primitive features of the objects (2](4)(10). Others
constructed the attributed hypergraph representation for objects and deter-
mine graph monomorphism besween the hypergraphs for object recognition
(13). Our object description is insensitive to coordinate transformation and

_stable agninst changing of viewpoints, Our recognition system, which uscs
an informative graph distance measure for objects inference and
classification, is robust. In particuls, it provides useful information when
there are defects on the visible surfaces.

In our approach, the range data are first segmented into smooth
regions which are enclosed by labeled edges. The smooth regions on the
surfaces- of the object form the nodes of the graph. The quadric surface
parameter are estimated from the range dats of each smooth region. The
nodes are aitributed by invariant features computed from these parameters.
They are recognized by staustical pattem recogmtion method. The attri-

. buted graph representing a prototype view of a model object is then con-
structed by connecting adjacent region nodes which are visible from that
view,

The attributed graph of range data representing a scene is denved by
a different procedure. A graph is first constructed by connecting adjacent
regions in the range data separated by convex crease edges. The connected
components of this graph are then extracted. We examune each connected
component and connect region nodes which are separated by concave
crease edges The resulung connected aunbuied graph represens a 3-D
view of an elementary object n the range daa. We shall merge adacent
elementary objects into a composite object, of each of them Mate..ws 0 the
same prototype and the composue obsect 15 Juser i e prowtype tan

those elementury objects. We shall illustrate by examples that the graph dis-
tance is vary effective in object inferencing and grouping visible surface
palches into objects, i

‘This paper is organized as follows. In Section 2, we discuss our range
data segmentation algocithm. In Section 3, we discuss our method of qua-
dric surface parameter estimation. In Section 4, we discuss the algorithm of
auributed graph matching and the calculation of graph distance measure,
Experimental results are preseated in Section . Section § contains our cone
clusions and remarks,

2, Range data segmentation

The range data are first segmented into uniform regions. There are
edge detectors which can label the edge pixels on the range images [3)(S).
However, complicated edge linking procedure must be used © group edge
pixels into region boundaries. We use a region based segmentation
spproach (8], Our proposed range daia segmentation algorithm has four
steps. These are split-and-merge, region grouping, large region
growing/small region elimination and postprocessing. The algorithm is
deacribed by a Soat chart in Fig.1. The range image is initially represenied
by a quad tree. Each node of the quad tree is & square image block marked
by the coordinates of the lower left corner and the size of the square. The
image daia in each block is assumed o be a square paich of the bivariate
polynomial surface. The order of the polynomial surface depends on the
size of the block. The root mean squared error between the image data in
the block and the interpolated value at each sampling point is computed and
stared in the node of the quadiree. The merging phase precedes the splitting
phase. During merging process, four sibbling nodes are merged inwo a
parent node, if the image data in the parent node can be approximated by a
bivariate surface. Weo thea recursively split each nonuniformn image block
into four quadrants until each quadrant is either uniform o its size is less
than a predetermined threshold value, We subsaquently merge noa-sibbling
nodes in the quad tres. A block will merge into an adjacens block, if both
blocks are uniform and there is no discontinuity of depth along and across
their borders, Moreover, the surface curvatures and crientations of these
two blocks should bs compatible. The region adjacent graph (RAG) is gen-
erited after this region grouping operation. The large regions in the seg-
mented image are first contracted and thea expanded. Small regions in RAG
which usu.ly reside on edges of objects will merge into the nearby large
regions. The adjacency relation of the nodes in RAG is updated in tw pro-
cess of small region elimination,

The segmented images usually look oo fragmentary. A smooth sur-
facs parch in the range image is ofien segmented into several pieces. The
RAG which contains many nodes and adjacency relations is not readily
suitable for souctural pattem recogution. The over segmentation 1s due to
the fact that the bivariste polynomial  approximation

Z(x\y)-.g.oA..Q.(x)Q.(y) used in the uniform predicate is only a

local approximation of curved surfaces. The curved surfaces are globally
approximated by the quadne surface. The bivanate polynorual approxima.
tion 18 used to measure the uniformaty of each image block 1n the recursive
split-and-merge process, becauss it has Jow computation complexity. The
RAG represenung the over segmented range image 1 further processed by
nonrecursive region mergings. The quadnc parameters in each labeled
regions are esumated. Adjacent regions with simular quadnc parameters are
merged. As a result, the RAG has less number of nodes and adja-
cency relanons. Finally, the labeling of each putel on the region buundary s
deermuned by compuung the curvarure property 0 the aeighburhuud of




that pixel. The concave crease edges correspond to the positive curvature
extrema, The convex crease edges correspond (0 the negative curvature
extrema.

3. Surface Patch Description .

In this section, we shall give a detailed discussion of the surface
parameter estimation. Our surface parameter estimation is represented by
the diagram in Fig.2. A planarity test is first performed on each smooth
region, A region is planar, if the smallest eigenvalue of the variance matrix

D =fe-ne-ry - : )

is less than a threshold value. In (1), X is the mean of the vectors X}, and N -

is the number of sample points on the paich. The surface normal, ¥, is
purallel to the eigenvector corresponding o the smallest eigenvalue of D
and pointing toward the viewer. The distance between the origin and the
plane, d, is determined by

d=-V% @
The area, the second order 3-D moment invariants {6){7) and the normal
vecior of the planar paich are used as its attributes. If a region is classified

as nonplanar, then it is assumed to be quadric. The quadric surface is
described by the following quadratic equation which contains ten parame-
ters.

h(xy2)=xTAx+vTx+d =0, €))
where
an_ a2 a2
A= a2 an an\2 )
au/‘E azsNE asy

The quadric parameters can be derived from the sampled data by minimiz-
ing the sum ﬁh(x;.ym) subjected to the invariant constraints on these

perameters. The constraints will eliminate the undesired solution where all
‘perameters are zero identically. Parameter estimation using quadratic coo-
straint 77 (AA y=] is robust,

The six coefficients in matrix A corresponding to the smallest eigenvalue of

the 6x6 matrix 3-CD~IC!, where B, C, D are the 6x6, 63, 3x3 matrices
in the correlation matrix M defined as follows.

u~$o0r- [é—’. g] )
Ql'[x‘z";z'-y?‘;i- "3‘3'%"-5)0
Ji(xiﬂ -E).%ﬂl ‘Yi)-xl"?dt"f-'d‘?]

The 3x3 matrix D is the variance matrix in (1). Once the coefficients in A
are known, the linear and the constant coeffi 2nts of the quadric surface
can be determined. The principal values, which are the eigenvalues of the
symmetric matrix A , are Euclidean invariant features. Quadric surfaces can
be classified by their principal values.

Each node of the attributed graph, which represents a surface paich,
containg the following information.

(1) surface_types
(2) invariant_features ;
(3) Surface orientation; (normal vectoe for planar surface, symmetry axis
for cylindricalsurface, principal axes for general quadric surfaces) ;
The surface cquation of a region containing too small number of pixels can
not be correctly estimated. Such small regions can be textures or defects on
the objects. Nodes corresponding to small surfaces will not be atributed by
numerical features, They are only characterized by the surface type "small®,
Nodes cotresponding to disjoint regions on s sphere or a cylinder will be
described by the same set of surface paramelers. These nodes will be dis-
tinguished by their adjacency relations to neighboring regions.

When a noa-symmetric 3-D object is in two different orientabons, the
rotation parameters can be determined by the normal vectors or symmetry
axes of surface patches on the object. However, if the object 18 symmernic,
there can be more than one candidate rotation matrix. There 18 1o need to
establish feature point correspondence 1n onentation esamanon using sur-
(ace parameters. Therefore, this approach 1s computanonal economuc, The

computed rotation matrix will impose orientation constraints in the
graph matching process.

Each surface on the model objects will be associated with a discrim-
inant function of invariant features. A surface patch in the scene will be
identified with a surface on the models, if the value of the discriminan
function of that prototype surface is larger than those of all others an
greater than a predetermined threshold value. However, in order to handle
occlusion, we identify a planar surface in the range data which can not be
recognized by discriminant functions, with all planar surfaces on the model
whose area is larger than its. The graph matching procedure, using oriema-'
tion constraint and adjacency relation of nodes, will recognize the partially
occluded planar surfaces. Mureover, when large number of training samples
are available, the parameters in the discriminant function can be determined

by the means and variances of the featurcy, '
4. Graph Matching and Scalar Distance Measure
Informative dista~e measure of attributed graphs is useful for com-'

puter recognition of 3-D objects. In the following, we shall formulate the
graph matching as & goal state searching proces?. A state space representa-
tion is constructed from two given graphs. Ths "goal” state represents an
optimal subgraph matching between these two graphs, The distance meas-
ure is systematically computed by s state spece searching algorithm (91
Distance betweoen unmasched graphs is infinite. The distance between two
maiched graphs is finite and is a quantitative measur of the semantic and
structural differences between the graphs. The gzeral expression of the
finite distance measure is given as
of

DG.G)= Sdalarts)+ Twulain))+ Fwicsae 2r).
where N is the number of maiched nodes in the two graphs. The matched
nodes must be of the same surface type and described by the same set of
numerical features. Their primitive deformation measure f,(x. X)) is &
symmetric function of the festure vectors of the nodes. If the statistical
discriminant functions are used in surface classification, the corresponding
primitive deformation measures are defined by the following equation

.

XXy
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where ¢/;'s are the standard deviations of the invariant features, and ¢, isa
normalization constant, The positive weight constant d, in (6) depends on
the degree of the ath matched node. Nodes with larger degrees are more
heavily weighted, The weights wy) and wyp are the contributions from the
unmatched branches x; ;' and x7 .x,’ in G and G’ respectively. The struc-
tural distortion measure of each unmatched dbranch depends on the surface
types and the attributes of the two nodes of the branch. The distortion meas-
we of an unmatched branch connecting two large surface paiches has to be
s large number ( its order of magnitude is tea or hundred, if ¢, = 1). On the
ather hand, The distortion measure of an unmaiched branch connecting
small swiace to a large surface or another small surface will be a small
wmber ( its order of magnitude is one tenth),
F«mygivennod\eo!mmimwdmh.wedeﬁned\eb‘sic_wi-
buted graph (BAG) at this node to be a ono level tree, whose root is the
gimma.awwmuvummﬁjswmu[ll.Wemm
BAG at node #; 88 G;. Our approach of masching two AG's G and G, ist0
progressively reconstruct the graphs from their BAG's. This process of
reconstruction has a state space representation [1){12). A labeled state of
the state space denotes the reconstruction of 8 subgraph from graph G and s
subgraph from graph G, as well as the matching of their respective BAG's.
The initial state of the space contains a pair of exapty graphs. Each succes-
sor of the mitial staye contains a pair of matched BAG's whose rocts are not
small surfaces. The matching condition of two BAG's is the following, The
surfaces of the root nodes in the BAG's must be of the same type and they
are ideatified 1o be the same surfaces by their numencal features using
discrimmant functions, Moreover, when the surfaces are not sphencal, the
relative orientation of these surface patches are computed from their princt-
pal axes. The surfaces of the leaves n the BAG's are then parwisely
matched. In addion, the relsve oncntation of the matched leaf noda'
should be consistent wath that of the root nodes. All leaves whose surface
types are not "small® must have their matched parmers Excepuons are
those in one of the BAG which contains more leaves represeating large sur-
faces than the other. The distance between Gy and Gy’ is defined as l




4(Ge, Gr)= 3 (s + Twen)+ Tnein) ®)

where x, is the root node of G, and x,’ is the root node of Gy'. A general
state in the space contains an ordered list of Jfoot nodes of the matched
BAG. [(1181).(n2,17), * - »,(mem 9], which is called the core of the state,
The state also stores the leaves of Gy and G’ whose roots are the last efe-
ments of the ordered list in the core, i.¢, (1,1). These leaves are called the
terminals of the state.

The rule of state expansion is as follows. A pair of nodes, denoted by
l (m:"), are selected from the terminals of the state, wluch’m not sma'
surfaces. If (m,;) is not in the core and their BAG's GG are mmched,
then a successor of the present state is constructed by appending the pair
(n.1") W the core, and replacing the old terminals by the leaves of G1,G,’,
A cost of state transition is associated with the arc which connects the
parent state and the successor. The cost is the distance measure 4(G.Gr")
in (8). The data structure of each state nods and the state transition rule
mmdutmcwpologyofthemspmisam.Wedeﬁnemegod
mmwbemosewhosecomconminnnuxenoduofeimerc orG',or
both of them. Two graphs G and G’ are matched, if there is a directed path
in the search tree that connects the initial state to the goal state, The graph
distance is defined to be the minimum cost of such paths. On the other hand,
if G end G’ are not matched, the graph distance is infinite,
l The graph distance can be efficiently calculated by the following
data-directed state space searching algorithm,

Algorithm : Graph Distance
Input:
(1) Auributed graph G of the model
(2)  Auributed graph G’ of an object in the scene
(3)  Parameters for the discriminant functions and deformation measures
Output:
Graph distance between G and G
Method:

{1} Identify node. in G with nodes in G’ using discriminant functions,

2) Put the initial state on a list called HEAP, and set graph_distances0,

(31 IfHEAP is empty, exit and return graph_distance » INFINITE.

4) Runmmem&om}muwhosemh_tﬁszmuﬂwmm
Call this node ».

(5] Ifa isagoal state, exit and reum graph_distance,

()] Exptndnoden.gmﬁngdlofiunmummnnow-
cessors, exit and retrn grar'y_distance = For each succes.
sor m, compue its graph_distance by graph_distance
graph_disance + D(G,,G,"), where G,G,’ are the most recenty
imbeded BAG's. Put these
graph_distance with them.

(N Gowl2)

The list HEAPisimplemnwduapriaity queue. The computed
gmphdimmehutheexpmm‘ouin(s) where d, = (degree of the azh
nmchednode)H.TheemiiemmhhuMngisduaibedbythe
ordaedlistotnoduinthemofd\egodam.!!thmmhmnumba

'ofmodcls.wecanitumelbespwdo( i the

successors on HEAP, and associate the

mo&hmmwedﬂfmu(axhnnmbaotphmmmm
sphaimlanfaces)ofmeobjewhthem

S. Experimental resulty

In this section, We present our experimental results of the surface
mwmmmmmmmugwm.mumm
were implemented in *C* language and ran on VAX 117180 under UNIX
sym.mmlSLFammuﬁmLmszand}.SVDmebdbydw

facepmmue:&ﬁmzdon.mmmholdmwindwpmnﬁtymwm
defined by the empirical formula = 0.5°N, where N is the number of data
'poims used in the estimation. ’

The graph distance measure was used in object inference and recog-
nition. Both range nages and synthetic images were used in the expern.
ments, Images in Fig.3(a) and Fig.3(b) are the range dats of a synthatic 3-D

'objects in two different orientations, The image in Fig.3(a) was used as the

model and the image in Fig.3(b) was used as the scene. The mode! was seg-
mented into five surface patches. The segmented image and its attributed
graph whose nodes are labeled by numbers are shown in Fig.4(a). The
range data in Fig.3(b) was scgmented into three elementary objects accord-
ing to the labelings of the edges. They are shown in Fig.« 4(b). The statisti-
cal parameters of the invariant surface features were computed from the
digitized data of the synthetic object which was transformed by coordinate
transformations. The Gaussian discriminant functions and the deformation
medsures are constructed from these

contribution of structural distortion (0 the graph distance, This suggest that
the three components in Fig.4(b) should merge into one. Our algorithm can
successfully recognize objects in a complex scene. The scene in Fig.5(a)
contains synthetic objects of a spheze, two cylinders and a polyhedron ( a
wedge on top of a block ). Three planar surfaces of the polyhcdral cbjects

are occluded by the sphere and cylinders. The model polyhedron is given in
Fig.5(®). The occluded surfaces have different moment invariant features

those of the model surfaces. They could not be classified by the
discriminant functions. Each of them was tentatively identified with any
phmaufmonthemodelobjea.wbosemishrgathmthuofme
occluded surface. In Fig.5(a), the surface 'c’ was identified with surface '2'
in Fig.5(b). Both surfaces 'd’ and ‘e’ in Fig.5(a) were identified with sur-
faces'2', '3, and *4’ in Fig.5(b). Our graph matching program used orien-

correctly. In all experiments, we found that our graph matching algorithm
worked well 20d fast, However, the feature extracticn procedure often took
a little more time.

6. Conclusions
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1 Abstract

This report investigates the application of speckle interferome-
try for the measurement of strain when a material is subjected
to various londing rates and elevated temperatute conditions.
In Stage I of the experiments, an Olsen testing machine at
SUNY Stony Brook is used to conduct uniaxial tension tests
at steain rates on the order of 1077 sec=!. The Medium Strain
Rate Facility at the Army's Materials Technology Laboratory
in Watertown, Massachusetts is used to conduct uniaxial ten.
‘sion tests at strain rates of 107%sec™! to 107 gec™!, temnper-
atures up to 250°F and heating rates of 250°F/sec in the
experiments of Stage Il. Strain is measured by laser speckle
intetferometry technique and by strain gages. The resuits of
both methods are compared. The laser speckle interferometry
tesults are in agreement with the strain gage results.

Laser speckle interferometry is also used for the measure
ment of strain at large deformalion, ie., necking region of
a tensile specimen. This technique also indicates that laser
speckle interlerometey witl be nn excellent non-centact local
ized strain measuring device for adverse conditions.

2 Introduction

There are many applications where a material is subjected to
high strain rates, high heating rates and large deforination, {or
eg., forging, ballistic impact, and penetration. To properly sn-
alyze and design systems, these condstions must be taken into
conuderstion, Therefore, it is necessary to acquire material
telationships under conditions of high temperature, high heat-
ing tates, and various loading rates up through large strain.
Measurement of Iarge strain when subjecting a material to
strain rales greater than 0.0000scc™! and high temperntures
hes always posed severe limitations. Many investigators have
developed contact and non-contact extensometers for mensuz-
wy strain in hostile environments {6). These extensometers

1 - Department of Mechanical Engineenrg, State University
of New York at Stony Brook, Stony Brosk, N.Y. 11794.2300

2- Army's Material Technology Laboratory, 405 Arsenal Street
Watertown, MA 02172

3. Curtent Address: Systron Donner C'orporation, Inerual
Diwision, 2700 Systron Drive, Concord, ('A 94518
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are often limited in strain rate and total strain they can mea.
sute. One non.contact method for measuring strain under
quasi-static load conditions is the laser epeckle interferometry
technique (1611 {1} [{] This optical technique of double expo-
sute laser gpeckle photography is well established for measur.
ing in-plane dieplacemsnt. This technique has been applicd
to measure the (taneverse displacoment of o cantilever beam
following tip bapact |5).

For this investigation, a test plan is formulated to deter.
mine the feasibility of using Isr to make strain measurenients
between sirain rates of 6.009G1ace™ ! and 0.01src™! and at el
evated temperatures. In accomplish thig, the displacen
field along the axial direction of a speetmen is measured. U
der uniaxial tension, axial strain can be {ound by calculating
the slope of the axinl displacesnent data versus the gage tengih
of the specimen. Due to the nonuniformity of the strain field
at the ends, only the displacement data from the central region
of the specimnen are used The displacenent at various pornts
along the axis and at sarious inetunts of titne is ohtamerd by
using laser speckle interlerowetry,

3 Experimmental Setup and Proce-
dure

By using double exposure speckle phetography the displace-
went of a surface in 2 plane normal to the line of sight wmny
be measured. This is done by using a camera to record two
superimposed images of thie surfnce, onie hefore and one after
deformation. The optical setup of figure | shows the lucation
of the camera and the ruby iaser with respect to the speci
men. The lacer heam from the pulsed raby laser is expanded
by using & concave lens. “This aHowe the eatite surface of
the specimen facing the camera 1o be laminated. The inten
sity of the pulse is sufficient to expose the film within its pulse
width time of 30 nanoseconds, when in Q-switel'ng mode, and

genecate the speckle pattern on the fibm. Flat white paint is
sprayed on the transparent Plexiglas specimens of stage one to
make them reflective and so that they produce a gond speckle
field. The natural reflectiveness of the metals tected in stage
two helps them produce a good speckle field.

The pulsed ruby laser allows one to capture instants in
dynamic experiments due to its short pulse time. If the move

o d




s me

ment of the object’s surface between the two exposures is
larger than the diameter of the speckles recorded by the cam-
era onto the film and if these speckle remain correlated with
one another, then the image will scatter a beam of laser light
into a diffraction halo. The intensity of the light in this
halo varies periodically acrossethe field yielding cosine square
fringes. This is shown in figure 2. These fringes will have an
angulac spacing, a, given by
Am

stna = D (1)
where ) is the wavelength of the readout beam, m is the de-
magnification of the image and D is the surface displacement
[3]-14). The fringes are perpendicular to the direction of dis-
placement.

The specklegrams are read by using a He-Ne laser to illu-
minate different points across the gage length of the specimen.
The farfield diffraction pattern is observed at a distance ! from
the specklegram and the distance, S, between dark fringes is
measured. Equation 2 relates the angular spacing, a, to these
quantitics

sina = 1/§ {2)

By comnbining equations | and 2, object displacement is

obtained. Al
D= (3)

The demagnification factor, m, cancels out when strain is cal-
culated due to the fact that the gage length used for calculat.
ing the strain is measured from the image on the film raiber

than fromn the specimen jtself,

D;=-Dy, mi 1 1 Al 1
LR e Bl = (= - = 4
‘ I ""::(52 51) ln(st 51) )

where 1y, is the distance traversed on the image by the He-Ne
laser and D; and D, are the displacements at image locations
2, 13, and 1, 1y, respectively. Strain rate is caleulated by di-
viding equation (4) by the time bevween exposures, At,

= —fz - ) (5)

Figure 3 shows the heating apparatus used to perform the
sonk and high leating rate tests done in Stage I of this work.
(Stage I experimnents used an Olsen testing machine to load
Plexiglas specimeas Otherwise, the equipment used in Stage |
and Stage 11 is identical.) The heating apparatus utilizes the
resistive heating technique. The resistive heating technique
passes current through the specimen using the specinien's re-
sistance to convert the current to heat. The apparatus consists
of an autotransfornter {controlling the power output of the
apparatue), a step down transformer (converting low current
high voltage to high current low voltage) and a high voltage
relay (allowing the autotransformer to he controlled by the
computer). The computer triggers the high voltage relay by
way of the test progtam, allowing current to flow to the spec-
imen.

For the soak tests, the autotransforiner voltage 1s adjusted
and manually controlled so that the spectmen maintains a con-
stant temperature. The temperature, measured with a ther.
mocouple, is monitozed throughout the soak tests. For the
high heating rate tests, the voltage is set and the temperature
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and its time history are measured with a guick eeeponse th -
mocouple attarhed to the specimen. Then this setting, on
autoiran<former, is used on all the subsequent tects for ¥
particular heating rate.

The loading for the experiments of Stage I i< ;u-vlnm-"
by the servo-hydraulic machine also shown i fignre |
machine hae the capability of puewmatic operation '

The electrical schematic of the experimental setup ye chat
in figure L. 'The first exposure is taken hefore loading ¥
specimen and the second exposure is taken alter a u‘ll"
predetenmined load level (strain level in Stage T teve), 1
load level is increased from 4480 to 8064 N, depending an*
heating and loading conditions to allow for measurable <t
data using laser speckle. (For Stage I tests, the <irain ln|
increased fortn 300 to 700pu¢.) These measurable strain ale
lie between 900 to 2500;¢ for a particular specklegram !
values of strain less than 900¢, displacetnent is not I'\rz-r'b‘l
the speckle diameter recorded with the camera aperture v’
open and a demagnification equal to one. Conversely, we
these camera conditions, strains greater than 25005¢ make
very diflicult to distinguish the fringes and eventually leads I
tlecarrelation of the speckle pattern.

The triggering of the ruby laser for the second expos
at any desired load level is achieved by comparing the ln
level signal to a desited teference voltage using a compant l
circuit,

Other equipment used in Stage 1 and I inclwde & bt
speed photodiode, for the determination of when the hw
fired, and a Nicolet oscilloscope, to store the photodiode,
strain gage and load cell readings. The photodiode used-
stage two tests has a rise and fall time of about 12 picosecor
and allows for accurate determination of when the laser fr I
The Nicolet oscilloscope is able to record and store the voliar
from the diode, load cell and strain gage for later analy«i

The tests performed have two purposes;

1. Vo demonstrate the applicability of laser speckle interr l
ometr for obtaining strain rate curves (Stage 1) and <
sitain enrves (Stage 1),

2. To apply it to situations where other steain mecasunnes I
vices fail, such as in severe cnviromments and necking e

of a tensile specimen (Stage [I).

To accomplish the first objective the strain rate and «irr
strain data of laser speckle interferometry is compared s I
that of strain gages. The two are found to agree, justi:
the tests done without the use of a strain gage a< a hea
the speckle data.

The situnations where strain gages and chip gages fal~ |
were explored include elevated temperatures and the i
strain in the necked regions of tensile spectmens. l

4 Results

A typical plot of axial displacement versus the gage Ir
of the specimen is depicted in figure 5. Assuming a un’
strain field, the slope of the points is equal to the insi
neous strain.

The roal of Stage | tests is to determine strain rate
strain at varions instants of time for the three different «
tates obtaincd by laser speckles as well as the stramn g
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plotted vetsus time. The signal from the strain gages is verified
to be identical for all repetitions of the process for a given
strain rate. This confirms“the repeatability of the experiment
which is an essential requirement and assumption in applying
this technique to construct the strain versus time curve, point
by point. The strain rate is then estimated by the slope of the
best fitting straight line through these points. A typical result
is presented in figure 6. A total of 3 curves are obtained. For
the first and third case, the percentage error is around 5%.
For the second case, a percentage error of 16% is ohserved.
The sources of etror include the relatively significant electrical
noise in the strain gage recordings which affect the accuracy of
the strain gage results and the difficulty in oblaining & clean
“ = 0" for all repetitions of the experiments.

Figure 7 shows one of the stress-strain curves oblained in
the Stage I tests at the strain rates of 10™'sec™!. In each of
the 3 cases petformed at é = 107 'sec™!, the speckle elastic
modulus is in agreement with the strain gage modulus., The
etror in each curve is 7.69%, 4.3%, and 2.34%, respectfully.
Absolute speckle strain is found by adding the strain gage
value at the time of the first pulse to the strain increase given
by laser speckle. The error bars of the sirain gage and speckle
{approximiately 6% for each specklegram) fall within this er-
ror range. The source of the error in the curves are due to
the significant electrical noise in the strain gage and load cell
voliages when the laser fires. Interpolation to the exact load
and strain voltages when the laser fires is more difficult at the
strain rate of 107 sec™?, as compared to 10™2sec™" and static
Lests,

The Inst 2 figures demonstrate the applicability of laser
speckle to measuring strain in situations where it was not
possible to use strain gages or extensometers. In figure 8, the
stress-strain curve for aluminum at toom temperature mea.
sured with & load cell and strain gage is shown. The speckle
Uata, obtained by adding the strain increment given by speckle
1o the strain gage value at the time of the fiest laser pulse, is
found to lie slightly above the strain gage data. \Vith error
included, the speckle data does agree with the strain gage
data.

Figure 9 shows the strain measurement capability of laser
speckle in the regions of Iarge strain, particularly the necking
tegion. The specklegram and subsequent {ringes observed, are
obtained by first heating the aluminum to a very high tem-
peratute, Then it is pulled as slowly as possible until necking
is visible. A first exposure is taken at this time. The second
exposuze is taken an instant after heating the aluminum to
a very high temperature and allowing it to creep. Figure 9

shows that the strain increment in the necking region, due to
the loading, is greater than that over the whole length of the
specinen,

As in all previous cases, absolute strain measurement is
not possible with speckle derived from the ruby laser in single
pulse mode. Even in double pulse mode, absolute strain mea-
surement is not possible. However, it is shown that speckle
can measure increments of steain in large strain areas.
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5 Conclusion

The applicability of laser speckle 1o measure strain increment«

has been demonstrated It has heen proven to apply in con.
ditions of elevated etrain rate, henting rate, temperature andd
areas of large strain. With a powerlul chopped laser aml o
camera recording images at the same time of the laser pulses,
absolute strain data versus time can be obtained in the severe
conditions stated above. Subsequently, the limitation that it
measures only increments of strain can he eliminated,
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Study of Surface Roughening under
. Different Stress Mode by Correlation

F.P. Chiang, Y.Z. Dai; B.Q. Xu! A. Kato®

Abstract

This paper presents sote experimental results on the plas-
tic deformation induced {ree surface roughemng of alununum
and copper alloy materials under different stress modes by
a computer hased optical-numerical correlation analysis sys-
tem. [t s intended to discuss some fundamental issues for a
non-contact nondestructive plastic strain evaluation technique

that utilized surface roughening phenomenon 1n combination

wtth laser speckle method. Experimental results for the mna-
tenals tested and loading conditions used in the present work
show that metallic matenial surface roughens sotropically and
the magmtude of surface roughness 1s independent of matenal
properties and stress mode but dependent of equivalent plas-
tic steain. The validity of this statement on a wmore general
hase will enable the above mentioned plastic strain evaluation
techmque be calibrated on a certain material by simple loading
method and then applied to general problems in practice.

1 Introduction

The phenomenon that metallic material surface roughens
as it 1s subjected to suffictent amouant of plastic deformation
hias heen utilized in the developiment of techniques for plas.
tic strain evaluation and fatigue hfe monitoring.!'334! These
techniques all applied laser light to illuminate the azea of in-
terest on the speciten surface and correlated the diffracted
hight intensity distribution in the form of laser speckle pattern
to either plastic strain or fatigue cycles which roughen the
specimen surface and hence change the diffracted light inten-
sity distzibution accordingly. Most of the work was done on
uniaxial tensile specimens made of & certain material with the
expectation that the result could be applied to any other mate-
nals under any different stress modes. Obviously, before these
techiiques could he applied to general problems in practice it
18 necessary that some fundamental issues such as the influence
of matenial properties and stress modes on plastic deformation
induced roughening as well as the isotropy of roughening, be
studied satisfactonly.

The papersi®®7 on plastic deformation induced ronghening
available in published literature discussed the influence of .-
terial property, grain size, specitnien thickness as well as stress
systems in terms of principal strain ratio. The major conclu.
sion 1s that free surface roughening 1s dependent of equiva.
lent plastic strain but idependent of material property and
stress system. However, because all the researchers used stylus
type profilometer, which only yields surface profile information
along a single cross section, it naturally raises the question as
to whether the obtained results are teue along any other direc.
tions on the specimnen surface. Besides, the influence of stress
mode in terms of principal stress ratto on roughening has not
been studied which motivated the authors of this paper to
make {urther investigation along this line.

Realizing the drawbacks of stylus type profilometar. such as
skid may leave a mark on specimen surface makiug cuccessive
measuring unreliable, and the fact that it is only an approx-
imation due to the radius of the stylus, we used ditfraction
pattern correlation analysis. The diffraction pattern of the
specimen surface profile obtained by illumninating the speci-
nen with a laser beam, reflects botk the two dimensional pro-
file correlation length and the height variation.® [t 1s digitized
and processed by a computer based image processing systein
and used to correlate tie surface roughness in a non.contact,
rentote way.

2 Experimental Procedure

Uniaxial tensile specimens made of four different mate
rials (aluminum alloy 1100-00, 2024-T3, 6061.T6 and copper
alloy C'26800-H01) were cut from stock sheet along the roling
direction. The specimen used for biaxial loading was made
of copper alloy C26800-HO1 and machined to a disk shape s
shall be discussed in the following session The niatenial prop-
erties and gauge dimensions ate listed in Table 1.

One side of the specimen surface was first pohished by cloth
buffer wheel and then by aluminum powder to an smitial curface

*F P Chiang 1s professor and Y 2 Dai 1s graduate student with SUNY at Stouy Brook

'B Q Xu s professor with the China [nstitute of Science and Technology. Cluns

‘A Kato s professor with Chubu University. Japan
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toughness of about A, = 0.05um. whete R, is the arithmetic
mean of sutface profile from the nean line. The specimen
surface was intended to be polished isottopically but the ex-
istence of some very fine directional scratches still remained.
The other side of the specimen was teserved for plastic strain
measurement hy mounting strain gage ot preparing moiré grat-
ings on it. . .

Specimens were [oaded step by step to different plastic
deformation levels in a testing machine. Between every two
{nading steps. the specimen was released for plastic strain as-
sessment, diffraction pattern recording and surface roughness
measuretment. Plastic strain was evaluated by strain gauge
and motré(or grid) method for small and large scale plastic
deformation, respectively. The diffraction pattern was digi-
tized. recorded and processed by a configuration as described
in Rel.i8] to yield a parameter which was used as a measure of
the sutface roughness. For compatison. surface roughness was
alsn measured hy a stylus with a skid tip eadius of 5um.

3 Correlation Analysis

Two kinds of correlation analysis?® were made; The first
one is a cross correlation analysis which calculates the degree
of correlation between two diffeaction patterns from surfaces
with and without plastic deformation: The second is an au-
tocortelation analysis which computes the necessary shifting
length at which the correlation of a diffraction pattern with
its shifted image drops to a certain level.

3.1 Cross Correlation

Two images are involved in a cross correlation analysis.
For an one dimensional case such as curves glr) and f(2) as
shown 1 Fig.1a, the zero shift cross correlation is defined as:

Clg.f) = /: olz) x flz)dz (1)

The normalization of (' yields the cross cortelation coeffi-
cient:
[, 9lz) ¥ flz)dx 2
V1% 92z % [, fi(z)dz

The cortesponding expression for digitized discrete inages

'e(g'f) =

T gli) x f(i) @)
Jz:-l 91(‘) X ul-l f!(‘)

For two dimensional discrete images the expression be-
comes:

o f)=

EIH\ A-;xt 9("]) X f(‘ J)
- M N )
J:ul Z;sl g’("l) x :lxl E;:l / (‘ ))
whete f(1,7) and g(1, ) are discrete gray levels at coordinates

1,J: M and M are the limits for 1 and ), tespectively. Both M
and ¥ are 256 1n our expenments.

Clc(gvf) =
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[t is seen that cross correlation counts the “nrnmon area '
shared by the two objects whose correlation i1s to he ealenlared,
For none overlapping objects, the cross correlation corticiont
is zero: while for two 1dentical objects. it is unnty

3.2 Autocorrelation .

Autocorrelation involves only one object. The way 1o find
autocorrelation is hy shifting the object a distance & then uce
the shifted object as a second unage to do cross corralatinn
analysis with the original one (Fig.(h). Therefote the -mlﬁed'
autocorrelation coefficient is expressed as:

:.-;g(t)'](l-") '3)
_ual 9.( t) l

For two dimensional images the expression for calculating
autocorrelation coefficient is: '

For a non.periodical image, the correlation coefficient de'
creases as the shift length increates. Obviously. if the shift
length § is zero, then the autocorrelation coefficient is unity
and it becoines zero if the image has heen shifted out of th
tange of the original one. For the same amount of shift, dif|
ferent objects will have different autococrelation coefficients.
This is often used in the other way around for object charac.
terization, i.e. to find the correlntion length at which ihe cor
relation coefficient drops to a certain level, for exatple 0%

Culg:6) =

.—?:h:;:‘;.}(‘ J) < 9“ - & J —'J

o S 920 g)

C (9.6& 6])—

If, for some reason, the intensity of laser light source chang
when the diffzaction patterns wete recorded. nesther the cto
rorrelation not the autocorrelation coefficient will he affecte
if the diffracted intensity is linearly proportional to the illu-
mninating light intensity. The teason is this: the change
illuminating light will multiply the intensity with a factor!
which will appear in both the numerator and denowminator o
the above equations and hence is canceled. Therefore the cot-
relation coefficients are independent of the intensity of lig
soutce.

4 Experimental Results

The diflzaction pattern recorded for each loading level was
digitized into a discrete image with 256 x 256 pixels. C'ross coe-
telation analysis was made in two ways: the first was on wh
image (two dimensional); the second on the spatially averag
intensity distribution!"! (one dimensional). We found that the
latter, as can be seen from Fig.2, gave better result. Similg
result was obtained f{or autocorrelation analysis, A compar‘i;.
shows that autocorrelation analysis on the spatially aver
diffraction intensity distribution mives the best tesult as far as
correlating surface roughness and equivalent plastic stran|
concerned. In the following, uniess otherwise specified. all !
experimental resuits are given by the autocorrelation leng
obtained for spatially averaged intensity distnibution of the
diffraction patterns.




Fig.3is a plot of cotrelation iength-versus surface roughness
R,. 1t can be seen that correlation length of the diffraction
pattern correlate with surface roughness R, well even though
it should he emphasized again that the correlation coefficient
teflects both the surface profile wavelength and height van-
ation. [u the following discussion correlation analysis shall
be apphied to study roughening isotropy. mfluence of matenal
ptoperties and stress modes

4.1 Isotropy of Roughening

The isotropy of roughening was studied by finding the
surface roughness along different cross sections on speciumen
surface. [t was done by finding correlation coeffictents along
(ifferent cross sections in the diffraction pattern obtained. The
ptacedure is as follows:

. Record and store a diffraction pattern in computer;

. Find the center of the pattern by moment method!!;

. Select pixels in lines which pass through the center:

. Compute the angle of each line with respect to a
relerence line;

5. C'alculate autocorrelation length along each direction:

- D N —

Fig 4 is autocorrelation length along different cross sections
for two images, one with and the other without plastic delor.
mation. [t is seen that the one without plastic deformation has
different correlation length and hence different surface rough-
ness along different directions indicating the surface roughness
was not isotropic; While the one with 1.5% plastic deforma-
tion Lecomes nearly isotropic,

This method was applied to aluminum alloys 1100-00, 2024.
T3,6061-T6 and copper alloy ('26800-HO01 materials under dif-
ferent stress modes and sinular results were obtained. It seems
safe to say that for the plastic steain range studied metallic ma.
terial surface roughens i1sotropically and the initial anisotropy
of the surface due to the manufacturing or polishing process
will vanish after plastic deformation has reached a certan
value. This value may vary depending on the way the speci.
wuen sutface 1s polished. It is about 1% for cloth buffer wheel
and aluminum powder polished specimens (R, = 0.05um) in
our experiument.

4.2 Influence of Material Properties

In order to study the influence of muterial properties on
surface roughening, tensile specimens made of four different
materials as listed in Table | were prepared and tested under
the same procedure. Fig.5 is a plot of autocorrelation length
at correlation level of 80% versus plastic strain for averaged
intensity distribution of different matenals. It can be seen
that autocorrelation length increnses rapidly in the beginning
of plastic deformation and almost stops increasing after about
5% equivalent plastic steain. However, there is no apparent
difference in autocorrelation length among those four materials
for the plastic stran range studied The scattening of data s
partially caused by, we believe, the difference in instial surface
roughness and partially by the speckle nouse in the difftaction
pattern.
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4.3 Influence of Stress Modes

In this study only tensile loading was used to ganera’s
different principal stress ratios through the use of a :pecially
designed disk specimen!'® as shown tn Fig.6. The sprcumens
were made of copper alloy (‘26800-HO1 (1ts tnechamical proper.
ties ate listed in Table ). As the loading angle n changes from
~15 to 30 degrees. which is achieved by loading the specimen
through different pair of holes along different directions. the
ratio of principal stress o, 7; at the central area of the speci-
men vaties from —0.577 to —3.732 according to Ref '10), Fig.”
is a plot of correlation length with equivalent plastic strain
for copper alloy material. We see that the surface roughening
does not appear to be sensitive to stress modes.

.

5 Conclusion

Experimental results suggested that correlation analysis
can be applied to correlate surface roughness and equivalent
plastic strain. Forthe matenal tested and experimnental ap.
paratus used, it was found that plastic deforination induced
surface roughening is isotropic, independent of material prop.
etties and of stress mode, but dependent of equivalent plastic
strain. [t should be noted that the current work only tested
fec materials and their alloys and the tested stress modes are
also limited. Further expennments will be {ocused on the va.
lidity of this method on a more general hasis inclucing bee
materials.
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Table 1. Mechanical Properties and Dimensions of Specimens
Al11100-00 | AL 2024-T3 | A1 6061-T6 (C26800-HO1
Yield Strength (MP,) 36 340 275 264
Tensile Strenagth (MP,) 92 480 310 370
3 Length (i) 135 107.5 107.5 107.5
t Width (mm) 12.7 12.7 12.7 12.7
; Thickness (mun) 2.2 3.2 116 1.6
c -
d
¢
- . Jte) g(z) 9l1) 9 = 6)
G * L 2
(X ]
Fig.1a: Cross Correlation Fig.1b: Autocorrelation
Fig.1 Correlation Analysis
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Fig.2 Cross Correlation for Whole Image and Spatially Averaged Distnbution
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DAMAGE MONITORING OF
COMPOSITE MATERIAL BY
IMAGE PROCESSING

by Y.Z. Dai and F.P. Chiang

Like mostof engineering materials,
composite material deforms plastically when it is subjected
to extensive loading. The surface of composite material
roughens under a sufficient amount of plastic deformation.
The change of surface roughness has been used for the
evaluation of plastic strain or fatigue life since the 1970s.!
In addition to these methods, the techniques developed for
surface roughness measurement*s can be extended to
plastic strain measurement as weil. However, all these
methods either require sophisticated optical set-up or need
film developing and fringe contrast analyzing which makes
them somewhat impractical.

In this project, instead of measuring surface topography
of a specimen directly, we made use of its diffraction pat-
tern. A laser beam was directed to the area of interest on
the specimen surface and the diffraction patterns of the
surface profile were observed on a piece of ground glass, G,
digitized by a digital camera and then processed by a com-
puter (Fig. 1). The light intensity distribution of these dif-
fraction patterns at different plastic strain levels differs
from one another (Fig. 2) indicating the feasibility of meas-
uring the plastic strain or monitoring damage development
in a mechanical component by the difference in the diffrac-
tion patterns. This difference was quantified by the cross-
correlation method through an image processing system
and utilized as a criterion for damage monitoring.

SILICON CARBIDE REINFORCED ALUMINUM

The silicon carbide reinforced alu.ninum material used
in the test has eight silicon carbide layers, of which six arc
running perpendicularly to the other two layers as shown
in Fig. 3. Uniaxial tensile testing was carried out for both
0-deg and 90-deg directions on an Instron 1332 testing
machine. The tensile strength was found to be 310 MPa
along the 90-deg direction and 825 MPa along the 0-deg
direction, respectively, for monotonic tensile loading.

Y.Z Dat (SEM Member) 1s Graduate Student, Department of
Mechanical Engineering and F P Chiang (SEM Fellow) 1s Director,
Laboratory for Experimental Mechanics Research, SUNY at Stony
Brook, NY

Computer |

Fig. 1—Optical contiguration for damage monitoring ot
composite material

Surface roughness was measured by Mitutoyo Surftest
420 profilometer with a stylus tip radius of 5 mm and a
cut-off frequency of 0.25 mm~!. A plot of surface roughness
R, versus applied load is shown in Fig. 4. There is a drastic
change in surface roughness when the stress level reaches
about 70 percent of the fracture stress and remains fairly
constant until fracture. The sudden change of surface
roughness, we believe, is due to the fracture of some very
closely lucated siicon carbide fibers, which manifests itself
by emutting p1p noise during the loading process.

SPECKLE PATTERN CORRELATION

Correlation techniques have been applied to scientific
researches such as pattern recognition and displacement
determination. The correlation analysis used in this paper
is known as cross correlation.®

The cross correlation involves two objects. It refers to the
product of these two objects in their overlapping region.
For the one dimensional case, the correlation is given by:

Clg.N = | _gx) x fix)dx )
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Fig. 5—Correlation for damage monitoring. Correlation factor
versus loading along 0 deg and 90 deg directions

with the point where the surface roughness R, changes
drastically (Fig, 4). Thereafter the correlation factor started
to increase due to the fact that the specimen surface profile
wavelength caused by the silicon carbide fiber becomes
larger than the diameter of the laser beam and hence con-
tributes little to the diffraction pattern. This phenomenon,
however, is quite useful for the determination of material *
life: once the correlation factor starts to increase after a big
drop, a critical point would have been reached and the
usage of thus silicon carbide reinforced material should be
terminated.

Experimental resuits obtained so far suggest that cross
correlation analysis of diffraction patterns is effective in
monitoring damage or material life of silicon carbide rein
forced aluminum material. Further work using the pro-
posed cross correlation method will be along the line of
plasti strain and fatigue measurement of composite mate
rial under high temperature and, or at high strain rate
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| surface or object to be analyzed. Under the
R weakness that may impair the object's
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" " * Computer Speckle Interferometry (CSI)

D.J. Chen and F P. Chiang'

Abetract-A fully automatic speckle metrology technique
i« ileveloped. Two speckle patterns of a specunen. one he-
tore and one after specunen deformation. are captured by the
widev camera A resultant “double exposure” speckle pattern
1« obtained by superposing the two digital images. The su
perposed speckle pattern 1s seginented into a group of small
«ubunages. A fast Founer transforms (FFT) 1s apphied to each
aibunage and a computer-generated Young's fringe pattern s
obtamned. A further FFT of the Young's {ringe pattern s per-

formed to analyze the fringe pattern in its spectral domarn. .

Accurate charactenization of the local displacement compo-
nents is ubtained by a cardinal interpolation and a maximum
searching near the signal hill in the spectral domain. An ar-
nficial ngid shifting between the two speckle unages 1s wtro-
duced for the cases of very large or very small displaceinents.
The range of measurable displacement 1s unhimited as long as
the two speckle patterns remain correlated.

1 Introduction

Laser speckle interferometry1s an ideal technique for the mea.
surement of surface as well as internal deformation.! Being
nondestructive and temote sensing, it is applicable to high
temperature environment, static as well as dynamic deforma.
tions. ? Its hasic process involves speckle recording, speckle.
geam developing, [ringe pattern generation and analysis. Sev-
eral automatic fringe pattern analysis metkods have been de-
veloped 1n both the pointwise and the whole-field analyns of
the specklegram.’~* However, specklegram developing 1s still
an unavordable procedure in the whole process. The well de-
veloped electronic speckle pattetn interferometry (ESPI) is an
sutomatic technique for both out-of-plane and in-plane dis-
placement measurements.” Further improvement of the ESPI
18 achieved in the phase value evaluation of the fringe pat.
terns using & phase-shifting technque.®? Another straight-
forward approach is the digital speckle correlation !9~ Re.
lisble results of botk in-plane displacement components and

'DJ Chen s & Graduate Research Asmstant, F P Chiang1s s Lead-
1ag Prolessor with the Depariment of Mechaaical Eagineening, State
University of New Youk. Stoay Brook. NY 11794-2300
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displaceinent gradients have heen reported nang the wigte.
light speckle approach in a pointwise analysuis fashion R
cently. this digital correlation technique has heen appiied to
the laser speckle approach The digital sampling toqpuirement
of laser speckle patterns was perforined and reliable tecult< of
laser speckle correlation using a displacetnent-only cearching
algorithm have been obtained.

In this work, we develop a new approach of automatie
laser speckle interferometry. Fully computer-arded processes,
including speckle pattern registration. fringe pattern genera.
tion and fringe pattern analysis, provide a whole-field survey
of displacement components in a pointwise fashion. The svs.
tem is composed of stmple optical as well as electrical <etup.
It retains all the advantages of the conventional optical taser

speckle interferometry and provides an extended range of
measurable displacement using a nzmid unage-shifting rerh.
nique.

2 General procedures

The system used for data acquisition and image processing
is shown in Fig.l. The specimen 1s lumninatad hy a col-
limated laser beum. The 1mage of the object 1s capturad
by & video camera. The light intenstty of each <peckle pat.
tern is digitized into ar arsay of 1024 « 1024 pixels by the
analog-to-digital converter (ADC) and then transnutted tato
the VAX-11/730 minm-computer. The computer controls the
data acquisition system, stores the digitized image. perforns
image processing, and intecfaces with the graphic peniphecals
for a disgluy of the zesults.

Busic processes of the technique involve data acquisition
and image procesung. [n the data acquisition, two speckle
patterns of the specimen, one before and one after the spec.
imen deformation, are captured by the video camera and
stored in the computer.

The i:nage processing procedure consisis of four stages.
Fiest, a revultant “double exposure™ speckle pattern 1s ob.
tained by superponng the two digital unages (Fig. 2). and
then segmented 1nto & serious of small subimages Second,
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a fast Founier transform (FFT) 1s applied to each segmented
subiinage and a computer-generated Young's {ringe pattern
1s obtained. Third. a further FFT is applied to the Young's
fringe patteen and the local displacement vector of the spect.
wen s coughly deterinjned by deteeting one of the two signal
praks ol the <pectral amplitude. Moreover. a carchnal in-
terpolation procees 1s applied to the local region around the
detected signal hull and an accurate characterization of the
displacement components 1s obtained by a further maxumum
searching in the interpolated region. An artificial ngid shift
between the two otiginal subitnages 1s performed in case the
thsplacement 1s too large or too small. As a result. the range
of measurable displacement magnitude 1s unhumted as long
as the two speckle pattecns remain correlated.

3 Theory

3.1
3.1.1

Intensity fringe pattern method
Fringe pattern generation

The first step 2D FFT operation in Fig. 3 shows the {ringe
pattern generation process. ('onsidering the case that both
the subimage size and the displacement gradients are small,
one may assuine all the points on a subimage undergo the
same displacement, say d (= (u.v)), during the deforma.

tion. Let's denote the two original subimages by h(z.y) and
Az = u.y = v). respectively. The superposed subimage can
be expressed as

flz.y) = hlz.y) ~ htz —uy = v). (1)

Denoting the spectrun of the single subimage A{z.y) by Hiwgowy ),

i.e.,
H(wswy) = j/a h(z,y)exp{=)2x(zw, + yw,)|dzdy, (2)

where A is the subimage tegion, then the complex spectrum
of the superposed subimage 1 in & form of

Flwg,wy) = Ils f(t,y)e!P[’-ﬂ*(W- + W,)ldfdy

= [ [y[h(z,y) + A(z = u,y = v)] exp[ = j2x(2w, + yw,)ldzdy
= Hlwg {1 + exp|=)2x({uw, + vw, )]}

= 2H (W, wy) exp[ =1 2(uw, + tw, )] cos{x(uw, + vwy )],

(3)
Therefote, the spectral intensity of the superposed subimage
is

Liwarwy) = \Flwa,wy ) = daweiwy) cor’(xd-G),  (4)

whete (v wy) (= 1Blu,,wy)i?) is the intensity diffraction
halo function and & (= (w,,w,)) 18 the spectral domun coor-
dinate vector. To be distingwshed from the spectral domma

S0

(§in) in a later section of fringe analysis. ro,..
after referred to as the fringe pattern domain The proiils af
In{we wy) has been studied as '33¢
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where A is the wavelength of the illuminating light. D s the
aperture diamneter and s the imaging distance in the speck.»
recording setup (Fig.4).

From Eq.(4) it 1s seen that the difftaction intensity of the
superposed subimage is the intensity halo function modulataq
by a series of untformly spaced cosine square fringes whnse
spacing is inversely proportional to d (= d'). and whose .
tection is normal to d. Indeed. 1 I (wziay)1s displayed on
monitor, one will see dark fringes when

A
Blwewy) = [cos" (1%-) -

J-J:nd-;. n=0.2],22.. 5y
and bright fringes when
d-&=n n=0xl.22,... %)

Siinilaz to those in the conventional speckle interferome.
try, these {ringes may be customanly teferred to as Young's
fringes. To distinguish themn from those in the later amplhitude
fringe pattern approach, we denote these fringes as intensity

Young’s fringes. By noting the fact that the displacetment

vector is normal to the Young's fringes. Eqs.t6) and (71 can

be combined into a single equation as
T

d=Id] = -,

5 13)

where & = |:J]/n is the fringe spacing.

in regard of the decorrelation effect between the two orig-
inal speckle patterns, the fringe visibility may be less than
uniform. A more general form of the intensity Young's fringe
pattern is expressed as

I;(w..u,) = 2 (wp )1 + Vcos(2xd - 3], 19}
whete V (< 1) is the {ringe vinbility. An actual computer.
generated 'atennity Young's {ringe pattern from a superposed
and mean-eliminated speckle subimage is shown in Fig.$,
where a subimage of size 64 x 64 pixels is used.

3.1.2 Fringe pattern analysis

Since the quality of the so obtained Young's {ringe pattern s
poor, direct analynis of the fringe pattern s difficult. [nstead,
an efficient recognition of the fnage pattern can be obtained
in its spectral domain. The second step 2D FFT 1n Fig 3
shows the f{ringe pattern cnalysis process.

B




Let's denote the spectrum of the intensity diffraction halo
function by Gr.(€.7), re.,

Gt = // [n(weowy ) exp{ =20 we€ = w N )|dweduw,,
' 0
110)
whete 2 10 the fring»"pattern domain. From Eq. (9). the
specteum of the fringe pattern ts

Grtém =1y [tar ay)expl-2m(w,f + “/yr’”‘!‘“td“y
=2 f [n {ulw,.*‘vl(l +V COSiZW‘w,ll - ../,v)])
expi=)qnlu b « wn)dw,dw,
22 EM « VG - un - )+ VG (& + un + o))
{1

[t 15 seen that the spectrum of the intensity {ringe pattern s
composed uf the spectrum of the intensity diffraction halo at
¢ 20,7 =0 and the two anti-directional shifted spectra of
the diffractton halo at § = u. g = vand £ = =u, p = -v,
Fie.6 shows the spectral magmtude of a computer-genetated
intensity Young's fringe pattern. Since the noise is spread
faely umiformly over the entire spectral doman while the
signal 13 concentrated on the two shifted hulls, the signal-to.
notse tAatio 15 considerably enhanced in the spectral domarn.
By detecting the peak position of one of the shifted signal
hulls. local displacement vector (u, v) between the two super.
posed speckle subimages can be obtaned.

3.2 Amplitude fringe pattern method
3.2.1 Fringe pattern generation

Let us crwtate the comnplex spectrum of the superposed "i?“’""
age 1n Eq. (3) as :

Flwe wy) = 2H(wp wy) expl =) 7{ uwy + vw, )] cos|x(vw, +vw, )},

{12)
and denote the amplitude of the complex spectrum of the
single speckle subinmage by An(we,wy) (= |H(weiwy)l). From
Eq. (5}, the profile of Av(wy.w,) is

Arlwe wy) = cos ( D ) D 1 ( D) (13)
Similar to the intensity diffraction halo, Ar{wg.w,) can be
teferred to as the amplitude diffraction halo function. Thus,
the spectral amplitude of the superposed speckle subimage is

Afwaiwy) = 2An(wy,wy)l cos[r(uw, + v, )|
= 1AMy wy) {l + 1 cosl2(uw, + v, )| ~ & cosfdn(uw, + vw)]
+ ("UMsz'R'-'l'}t’:T«'Ti cos[2n2{uw, + vw, )] + } .
(14)
Neglecting the higher order harmonic terms in Eq. (14), we
obtain

Adwy,wy) = ;i An(weywy) {: + cos’[x(uw, + vw,,)i} . {15)
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Thus. we see that the spectral amphitude of the cqpae
posed subimage is the amplitude difitactzon halo mordniaren
by a sertes of uniformly spaced cosine square fringes whaee
spacing 13 n_xversely propottional to J, and whose dirartinn .«

normnal to d. On a monitor display. one will see dark mnge.
when

-

d-d=n=- -, n=0 =122 tin
and brght fringes when
d S=n. n =021 22 ’ B

These fringes may be customarily referred 1o as amplituds
Young's fringes. By noting the fact that the displaceier:
vector 13 notmal to the Young's fringes. Eqs. 110 and +17-
can be combined 1nto a single equation as

d=id-|=l.. AL

where § = 1J/n is the fringe spacing,
In Eq. (15), the ideal fringe visibility 1s 2 3. In tegard nf
speckle decorrelation effect, the real [ringe visibility may he

less than 2/3. A inore general form of the amphtude Young's
fringe pattern is

4 .
Allwew,) = ;A..(u...u,)ll « Veost2nd SN, {m

whete ¥ (< 2/3) is the fringe visibility. An actual computer.
generated amplitude Young's fringe pattern from a super.
posed and mean-eliminated speckle subinuge 1s shown Fig.7.

3.2.2 Fringe pattern analysis

The so obtained amphitede Young's {tinge pattern can also
be recognized i"its specteal domun (cf. Fig3). Denote the

_ spectrum of the amplitude diffraction halo by Gatéimive.,

G‘g(‘l”) = Ah(“:suy)expi",}zx‘-;€ b4 Ury'”l,dw,ulu..‘.
1]

120)
From Eq. (19), the spectrum of the amplitude {ringe pattern
is

GA.“‘ n)= Ifn A.(%-%)“P[ﬂl’rjw,f + u,q)ldw,du.,
= 3 Jn Anlwa @y ){1 + V cos[2n(w,t + w,v)])
expl=) 2% (w,€ + wyn)|dw,dw,
= 1G4 6m) + Y Gall —un=v) + WG €+t + o).
2h
Therefote, the spectrum of the amplitude fnnge pattern 1s
composed of the spectrum of the amplitude diffraction halo
at { = 0, 7 = 0 and the two anti.directional shifted spec-
tea of the diffraction halo at & = u, n = v and § = -u,
7 = —v. Fig.8 shows the spectral magnitude of a compyter-
generated amplitude Young's fringe patfern. While h¥ norse
is spread faitly uniformly over the entire :pﬁr&l doman,
high signal-to-noise ratio is achieved in the spectral domasn,
By detecting the peak pontion of one of the shifted uignal
kills, local displacement vector (u,v) between the two super-
posed subimnzges can be obtuned.




w

3.3 Advant'ages' of amplitude fringe pat-
tern method '

We have analyzed hoth the intensity and the amphitude Young'

.fringe pattern methods As a companson, we tealize that
the amplitude {ringe pattern approach has several advantages
over the intensity approach. (1) Fringe dowain square oper-
ation, which concumes V! wmultiphications for an .V, « N,
subunage, 1s not requited 1n the amplitude approach. but
1s required 1n the intensity approach. (1) Experiments show
that the amplitude approach vields apparent signal hills in the
spectral domain of the Young's {ringe pattern even without
the mean-ellinumation of the superposed subiinage (Fig.9b).
while the intensity approach does not provide clear signal
hills 1 the spectral domain without the mean-ellimination
tFiz.9a). This 1s hecause the constant background of the
subimage contnbutes to a large pulse at the ongin of the
funge domamn. A square operation in the [ringe domain
greatly magnifies this pulse and results 1n a higher back.
ground noise in the specteal domain. Therefore, the mean.
ellimination 1s not A necessary process in the amplitude ap-
ptoach, hut it is necessary in the intensity approach. (ui)
Most unportantly, the resulted specteal domain signal hulls
from the the amplitude {ringe pattern approach are much
sharper than those from the intensity apptoach (see Fig.10).
This is because the 1ntensity diffeacttnn halo is the square

of the amplitude diffraction halo (Fig.11) and the spectrum
of the inteusity diffzaction halo 1s the auto-correlation of the
spectrum of the awmplitude diffraction halo. 1.e.,

Grtén) = Gal&in) ¢ Galénh (22)

where v denotes correlation. Therefore, more precise determ.
nation of the local displacement components can be obtained
{rom the amplitude approach.

The amplitude approach also has disadvantages. (i) The
fringe visibility of the amplitude fringe pattern s slightly
smaller than that of the intensity {ringe pattern. {ii) The the-
otetical amplitude fringe pattern contains unexpected higher
order harmonics. However, to the authors' experience, the
higher otder harmonics are sufficiently weak and the first har-
monic is always sufficiently strong for a reliable determins-
tion.

Overall, the amplitude approach advances ovet the inten.
sity apptoach. We use the amplitude approach 1n our practi-
cal measuzement.

3.4 Extended range of measurement using
image-shifting
Let’s denote the real dimeasion of the sefected subimage by

L, and its discrete array size by V,. First, we connder the
case that u is the only nonzero displacement componeat (Fig.

«»
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12a). When the displacement on the subunage <pptoach
L,, 2, the theoretical visibility of the anipljtude tringe pareses
drops to 1, 3. More critically. the two signat hiils will movar,
the boundaties of the spectral domnainat § = =V, 2 aad
-V, 2. Obviously. more displacement value will rasuir -
aliasing in the spectral domain '* Therefore *he rangs tna
measurable single displacement component on *he ~per
15

om: she

a= L, (2.

whete M is the speckle recording magnification

Then we consider the general two-dunensional disn!
ment case (Fig. 12b). When v = £, 2and + = L, 2,
theotetical visibility of the amplitude fringe pattera rlrnp‘>

2

1:6. More cntically, the two signal hills will move 'n

corners of the spectral domain at § = .V, 2, i
€ = ~V,/2,n = -¥,/2 Thus. the range of the weasurahis
2D displacement on the specimen is \

y = N, 2.

Maz(lul,fviy < L, 12M). (Y
In practice, with tegard to both the processing speed andl
theasurement reliability, a subunage size of 32 < 32 1s foun

be suitable {or most applications. When this subimage size

is used, the upper-limit 13 '
i

)

whete T is the sampling interval of the video catnera. '
In case that the specimen translation is very large. i
tentional close-together ngid shifting between the two speckle |
patterns van be made before the image segmentation. On*

Moaz(lul, lv]) = T8F /51,

other hand, when the displacement 1s very small. the 1
peak in the spectral donain 1s also unmeasurable becaus

18 too close to the center hill (Fig.13a). In such a case, we
apply a depart.from-each-other rigid shufting between the'
speckle patterns (Fig.13b). In both cases, the teal displ
ment vector of the subimage can be obtained by subtracting
the shifted distant vector from the fine searched displ
ment vector. Thus, both the upper and the lower lmut!
displacement in the traditional speckle interferometry ace
moved and the measurable displacement 1s unhimited as lg
as the two speckle patterns reman correlated. i

4 Experimental results

The performance of the described amplitude {ringe patt
method was tested expenmentally by an nigid rotation o
aluminum disk. The disk was mounted on a rotational st‘
with the object surface normal to the rotational and opt:
cal axes. The object was illuminated by a laser beam wit
wavelength of A = 0.6328 um. The sensor array of the cg
era consists of 1024 x 1024 pixels, with a real area of
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110 « 10) mm?. The spéckle patterns wete tecorded throug',h
an objective, 90 mm an focal fength. at {-aumber of £y = 22.
The cecording magnification was 1:2.5, with a real area of 625
.35« 250 mm? covered on the sprcimen. The typical speckie
,,-_-,'-‘ Ywas 235 um and the campling interval of the sensor
was VT um o

The totation was apphed in steps. with angular incre.
wents o1 0.1007. 0 300°. and 0.900°, respectively. Four speckle
;..\uerns were tecotded. hefore, between, and after the rota.
nons The vertiral displacement between each two succeeding
.peckle patteras was evaluated at sixteen points on the hor-
.',unml diameter of the disk. The subimages were of 32 x 32
pixels 'nd the interval between each two adjacent subimages
was 04 pixels. with a real separation of 1.563 mm on the
wpecimen.

Since the displacement near the center region of the spec.
wmen was very sinall, a ngid shifting of 2 pixels in the vertieal
direction hetween each pair of intages was performed hefore
the supetposition and segmentation. For the evaluations of
the first and the second step totations, all the 16 subimnages
wete obtained from the superposition of the shifted images.
While for the third step rotalion. only the 4 subimages near
the rotational center were obtained from the supzcposition of
the stufted unages, with all the rests obtained from direct (un-

<hifted) superposition of the related mages. A rough estima~=

non of the local displacement compo ents was achieved first

hy detecting the maximum magnitude in the discrete spectral
d;muun\ A eardinal interpolation of the sperital magnitude
was then perforined tn the local region of the maxsmum dis-
ceete voefficient,'® and a mote xccurate determination of the
displacement components was obtained using a further max-
snuin searching 1n the interpolated region. The final vertical
displacements wete obtained by subteacting the shifted dis.
tance from the searched vertical displacements. Figure 14
shows the measured vertical displacement distnbution on the
disk dineter. A least-square linear fitting of the three dis-
placement data sets were perfornied and a standard deviation
of about 0.4 um was obtaned in all the three sets. The slopes
obtained from the linear fitting aze 0.001801, 0.003285, and
0.01579, which correspond to sugular rotations of 0.[032*,
0.3028°, and 0.9046°, respectively. The expeniment showed
that the measured vertical displacement component and the
sstimated angular rotutions agree well with the applied rota.
tions,

5 Conclusion and discussion

A computer speckle interferometry capable of precise mea-
surement of whole-field displacement is developed. The pre-
process involves quick image superpotition and segmentation.
The man process 15 composed of fnnge pattern generation
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and analysis. Both the mntensity and awmpirtude e Dariesn
wethods have been Attempted and a preference of the amoir.
tude method 1s found 1n practical measurement A .uhimage
size of 32 x 32 pixels 1s found suitable In most apouiration: \
rough deternunation of displacement components +¢ achrevar
by detecting the maximum waenitude 1 the diserare spac.
teal domain, and a precise charactenzation 1< ahrainag hy a
cardinal interpolation and a further maximum ssarching near
the signal hill. Both the upper and the lowss Lpisec o} .
placewent in the traditional optical speckle tethod have heng
removed using an image.shifting technique. Ciond agresment
between the theoretical and 1he tneasuted resultc 15 nhtainad
In an experimental venfication. Since only one -txposure 1
tequired at each deformation state. apphicattons of such a
technique to vibration and transient problems may bha .h.
taned by use of a high speed camera. Further economizatinn
of computation nay be achieved using an nnproved FFT al
gorithm in the {tinge pattern generation and analvus, and A
hierarchial interpolation processin the spectral domain peak-
position searching.
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Abstract

A method of belief combination based on a potential model
is proposed, in which a belief function associated with an evidence
is modeled as a mass distribution function and each point mass
thereon generates a potential on the goal hypothesis. The resulted
belief combination at the goal hypothesis is a cumulative integral
of the potentials generated by all point masses on the evidences.
This model is motivated by the Newton's law of gravity. This
mode| can handle both discrete belief functions and continuous be-
lief functions. Also it has resolved the conflictions resulting from
either the mutual dependency relationship among evidences or the
structural dependency in an inference network due to various com-
bination orders of evidences. A beliel combination procedure is
given, which can process an arbitrary number of evidences without
any confliction.

1 Introduction

Belief combination is one task of evidential reasoning which is
referring to combination of relevant evidences for or against hy-
potheses, and is the core of many rule-based systems that will help
.people to process pattern recognition, decision making, and diag-
nosis. There are three major frameworks of belief combination
of evidential reasoning in the literature, i.e., the Dempater-Shafer
theory of evidence [5], the fuzzy set theory [7], and the Bayesian
probability theory [2]. The advantages and weaknesses of these
three [rameworks have been discussed in (1}, 6], and [7]). The
application of Shafer's belief function to manage uncertainty of in-
formation in a rule-based systern has attracted much attention in
artificial intelligence research. The Shafer’s model uses numerical
value in the interval {0,1] to represent the degree of incomplete-
ness of information. The nonrobustness of this model has been
discussed in (4], [8]. Besides this drawback, the basic probability
assignment (BPA) of a belief function, as used in all of the previous
works, is in a form of discrete type function which can not always
provide a precise description of an evidence for all the situations.
For instance, if an evidence has the property that the closer it is
to the truth, the stronger it is. It can be conveniently modelad by
a linear continuous belief function Bel(8) = k - §, where 8 is in the
interval [0, 1}, and & is a constant, We can hardly find any signifi-
cant thresholds in this kind of evidence to quantize the associated
belief function into a discrete form so that it can be handled by the
Dempster-Shafer theory, fuzzy set theory, or Hau's method [4].

A coaflict problem, {2}, [4] occurs when there are many un-
certain facts, say 3 or more, to be combined. In a sequential pro-
gramming style of evidence combination, two of them have to be
combined first, then the result will be combined with the other
one, and so on., If these facts are partially or totally dependent
upon each other, then conflict usually appears. The conflict is that
different order of evidence combination will result in different de-
grees of support to the hypothesis, which is against the intustion

YThas w_rk was supi-risd by shi 'S Nutwonai Science Fuundation uader Graas
IRI-8710856 and US Arwy Ressarc: Office undsr Contract DAAL 0338K0033.
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of human reasoning.

Even though lots of effort have been speat on belief combi-
nation, the uncertainty management of the continuous belief func-
tions and the conflict due to the dependency of evidences are still
not svlved. In this paper, we propose a novel method of belief
combination based on a potential model. It can achi. ¢ the con-
flict resolution of belief combination resulting from dependency of
evidences, also can handle the information aggregation based upon

the continuous belief functions.

2 Theory of Potential Model
2.1 Representation of Potential Model

In this subsection, we present the proposed model of the belief
function of an evidence and how these functions are combined.
The model uses the notion of "mass” and "potential®, which is
motivated by Newton's law of gravity.

Definition 1 . A fact or evidence in a rule-based system is repre-
sented by a frame of discernment A, and a belief function associated
with, A is represented by a probability distribution function p4{8),
where 0 € [4, A]._The interval [4, A] stands for an interval of be-
lief degree from A to A, where A denotes the complement of A,
§ is a numerical value representing a degree of partial truth of an
evidence.

For the sake of simplicity, we can use O to denote the com-
plement of the authenticity of an evidence, and 1 to denote the
truth of the evidence. Hence, the .nterval {4, A] can be replaced
by the interval [0,1]. This type of belief function can be trans-
formed into a dichotomous belief function by assigning two bounds
to the interval,

The pa(9) represents the distribution of belief over the in-
terval (A, A, which can be continuous or discrete. Furthermore,
we can easily see that

A
J pateras =1 (1)

The probability density function, p,(6), can also be considered as
a mass distribution, in which each p4(8) is treated as a point mass
located at . Our model of evidence combination is motivated
by the Newton's law of gravity, in which esch point mass on an
evidence will generate a potential at a distant location on the goal
hypothesis. The resulted value of the belief function at a certain
location on the goal hypothesis will be the cumulative integral of
all the potentials generated by all point masses on all the evidences.
The details of our model will be given in the following. We also
have to consider the definition of belief combination which refers
to the belief conjunctior of scveral evidences supporting the same
hypothesis.




Definstion 2. Belief combination refers to the deduction of the be-
lief associated with {(4 — C)(B — C)) from the belief associated
with evidences A and B, respectively, where C is the hypothesis
supported by A and B. That is, given two frames of discernment
©, and ©p, a compatibility relation between 4 .nd ©p is e
Cartesian product of them, which is represented as

O, x8p — B¢ (2)

-Assume a belief function of an evidence A is represented
by a mass distribution on an interval, e.g. {4, A], on a plane. A
hypothesis C to be supported by this evidence 1s located parallelly
to the line segment of this interval at a distance. The relationship
between the evidence A and the hypothesis C' is shown in Fig. 1.
We can assume that the etfect from a point of the evidence on a
point of hypothesis is proportional to its mass magnitude ga{d)
of the point of an evidence, and is inversely proportional to the
distance r4c between these two points. This assumption of human
reasoning is motivated by the Newton's law of gravity. Hence, the
notions of the potential law of gravity can be borrowed to model
the effect of an evidence supporting a hypothesis. To the desired
hypothesis C in Fig.1, the potential V() at every point 8 thereon
is affected, respectively, by each point mass g4{t) on the evidence.
This relationship can be described as

9a (t) (3)
TAC

where rac = \/(t - 0)z + Racl, Ruc is the distance between A

and C, and k is a constant. Hence, the overall contribution of the
evidence, 4, to a specific degree of belief § of the hypothesis C can
be formulated as the following,

9a(t)

V() x = Erac

Veld) = /_ a(t) dt.
A k-;7(: - 8)’ + Ruc?

The physical meaning expressed in the last equation is that the
mass of every point of an evidence will project its own effect, which
is called potential, on every individual point of the hypothesis. Asa
result, the total eflect on a point of the hypothesis is the cumulative
sum of the potential from every point of the evidence. This model
has some advantages over the previous models. First, it can be
extended to the combination of many evidences. In Fig. 2, s model

of the combination of n belief functions is shown, In this case, the
resulted value of the belief function of the goal hypothesis Vi (9) is

giver as ~
= § Vi, (6)s (5)

where Vi, (0) is the potentia! generated by evidence E,, i = 1, - ,n.
Another advantage is that it provides two parameters, as will be ex-
plained later, for the evidence combination, which allow the mutual
dependencies among the evidences and the hypothesis to be eas-
ily coped with. Furthermore, it can handle both the conventional
discrete probability assignment and the continuous probability as-
signment of a belief function. We will discuss these advantages in
more details later.

Vu(9)

Defirstion 8 : The distance from an evidence to the desired hy-
pothesis is called its absolute dependency, which represents how
important this evidence is with respect to the hypothesis.

For example, R4 in Fig. 1 is the absolute dependency from
A to C. Two special cases are discussed in the following.

Case I: Rpe —»

This special case implies that the evidence “mass” 1s placed
at a infinite distance from the hypothesis, which contributes zero
potential to the hypothesis. According to the above equations,

(6)

This 1s an expected result Its physical meaning s that the evi-
denre has nothing +n Aoy ¢k sho bo Cothess e RN

lim V = lim —— =0
= r=0 k r

hey ased
3

«) .

independent.

Case 2: Rye =0

In this case, intuitively the physical meaning is that the
evidence projects itself onto the hypothesis. This can be shown as
follows. Referring to Fig. 1, the ratio of the potentials generated
by two mass points, 74{t) and q4(8), whete t # 6, onto the position
fonCis

- f8

V{ ) \ =11 - R}
a0 Vy(0) n‘, -y yl.zd:'l
= fim %400 JBac_ .
Rac'=0 ga(t) VI t-o, + Rpct

This shows that the potential V::(8) is totally determined by the
point mass at the position @ of evidence A. Also if there are other
evidences with nonzero values of absolute dependencies, their ef-
tects on the hypothesis comparatively can be ignored. Hence, the
hypothesis is totally dependent upon the first evidence A.

Definition § : The ratio of the absolute dependencies of two be-
liefs is called their relative dependency ratio, which represents the
relative importance of the two evidences with respect to the hy-
pothesis.

For example, the relative dependency ratio of the two evi-
dences E; and E; in Fig.2 can be expressed as following,
R,
==t 7
(4t R: ( )
Let E; be another evidence, then it is easy to show that the fol-
lowing is also true.

Lemma I : Relative dependency is transitive, i.e.,
(8)

As an example, consider the case shown in Fig.3, which has
two evidences A and B. Suppose the relative dépendency ratio
pag is given, We can set the value of the absolute dependency Rac
based on the desired effect of A onto C. Then the total potential
distribution of hypothesis C is given by

{t)
/;A qalt /kadt

knJ(t = 8) + Rac?
(9

where Rpe = ppa: Rac. Because V(6) only shows a relative de-
gree of the cumulative potential strength of each point on the hy-
pothesis C, it has to be normalized to become a beliel function.
The resulted belief function can then be used in another stage of
belief combination process in an inference network.

Another factor to be taken into consideration is the length
of a belief on which a mass function is distributed. Referring to

P13 = Py P

9s(t)

A, to its absolute dependency Ruc is comparatively large, then
the potential generated from one end of the evidence A on the
other end of the hypothesis C will be small. Apparently, the final
potential distribution on C will depend on this length. This length
forms the second parameter of the model in addition to the first
parameter, i.e., the absolute dependency.

|
|
|
1
{

‘Fig. 3, If a ratio of the length of the belief A4, i.e., from 4 to |

Defimition 5: The ratio of the length of the interval, where a belief

function distributes on, with respect to the absolute dependency
of the belief function is called beltef length ratio (B.L.R.).

This brings up an argument about what a good belief length
ratio is in order that a good evidence combination result can be
obtained We have performed some simulations in order to find
a reasonably good range of this ratio, which will be presenied in
Section 4. The following result can be easily proved.

Lemma 2 : If the belief length ratio approaches infinite, the po-
tential value of each pont on the hypothesis will converge v a

ity
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\Pioof: The potential value of the hypdthesis at 0'is given by

R . qalt)
Vc(o = lim. dt
) L—-m/-{_ k\[(t - 8}3 +RAC2
Let
qa(t) 1
kit = 0)* + Rac? ~ k/(t - 0) + Rac?

When ¢t — oo, W(t) < L as long as Rsc # 0. By elementary
calculus, the V() will converge.

wit) =

2.2 A Generalized Procedure for Belief Combination

Based on the above potentiai model, we propose in the fol-
lowing a procedure for computing the combination of n evidences,
which can rezolve the dependency confliction problem in an infer-
ence network. Assume there are n evidences to be combined, which
,are expressed as following,

%(0) lu‘:; s

where ¢,(8) represents a mass density function distributed on the
interval [inf, sup), and inf rapresents the complement of sup. The
relative dependency ratio between the sth and jth beliefs is denoted
by o).

i=1l.n

Procedure of combination of n evidences

(1) Choose one of the n beliefs as a basic belief, say ;, which is
supposed to the strongest evidence supporting the desired hy-
pothesis; Set R,p 0 to a desired value.

{ii) Compute the potential on the hypothesis by

—|=n sup q.(a)
0 =2 |, k(e = 0)* + (b Ryngpo)”

where Ry, is the absolute dependency of q,(6) to the hy-
pothesis, and (sup —~ inf) = belsef length.

dt  (10)

(1i1) Normalize V},,.{#) to a probability density function form.

Note that a rule of thumb of selecting the basic belief is to
choose the evidence having the strongest absolute dependency with
respect to the hypothesis. .

3 Examples of Simulation

In this section, the feasibility and consistency of the proposed
potential model are demonstrated by some examples.

Example 1.

This example shows the capability of the proposed mcdel
to manage the belief combination of discrete type belief functions.
Suppose the uncertainty of a belief function is distributed on the
[0,1] interval, where O denotes the complete false, and 1 the com-
plete true. Assume two evidences, A and B, have the relative dc-
pendency pgs = 0.6, which implies the evidence A is the stronger
one of the two evidences with respect to the hypothesis C. Let

pald)
ps(9)

which are illustrated in Fig. 4. Following the procedure given in
the previous section, the absolute dependency R,c is chosen as
a unit, i.e. R4c = 1. Hence, the absolute dependency Rgo is
determined by Lemma 1,

]

0.36(6 ~ 0.0) + 0.46(0 - 0.5) + 0.35(¢ - 1.0)
0.26(0 ~ 0.0) + 0.46( - 0.5) + 0.46(¢ - 1.0)

1.0
= = = ].666
Rase 0% 1.6

The hypothesis C is then derived by applying the procedure

of Section 2.2. The resulted credibility and plausibility of belief
function gc(#) of the hypothesis C are tabulated in Table 1.

B- L R Crc ec j I - Plc
1 0.328649 | 0.346598 ; 0.324753
2 0.325444 | 0.360448 ! 0.314108
5 0.325997 | 0.377129 | 0.296874
10 0.329302 [ 0.385782 | 0.284916 |
20 0.332534 , 0.391732 | 0.275735
50 0.335258 | 0.396312 | 0.268430
100 0.336332 | 9.398081 | 0.265587
200 0.336903 | 0.399021 1 0.264076
500 0.337258 ; 0.399603 ; C.263138
Il 1000 0.337375 | 0.399801 [ 0.262821

Table 1: the result of proposed model applied to Fig. 4.

Here, we have employed two conventional notaticas which
are the Cr, credibility, referring to the lower bound of the belief
function defined in [4] and {5), and the P, plausibility, referzing to
the upper bound, for the sake of comparison. From Table 1, we can
see that when the belief length ratio approsches infinite, the beliet
function of hypothesis C will converge to a stable value, which is
predicted by Lemma 2. We can also see that if the B.L.R is smali,
which indicates that the two ends of belief function are close to
each other, then the mutual interaction of point masses is strong,
and vice versa. From the simulation result, & reasonzble choice of
a belief length ratio seems to be about 20 to 100.

In |4}, one very crucial problem has been pointed out, which
is that in a sequential programming rule-based system, the strue-
tural dependency problem can hardly be avoided. Referring to
Fig.5, suppose there are three uncertain facts to be combined. In
a sequential programming style, two of them have to be combined
first, then the result of this combination combines with the third
one. Two possible structures of combination are shown in Fig. 6.
If all of these three facts are totally independent with each other,
there will be no conflict in the final resuit for the two structures in
Fig. 6. But if these three facts are partially depsndent upon one
another, then conflict will happen. The final results obtained frem
the two different structures will be inconsistent with each other.

Example 2.

Consider the case in Fig. 5 and the two different structures
of combination shown in Fig. 6. Assume

Cr(M) =098, PI(M) =089, pux =poun =05,

Cr(N) =001, PIN)=0.02, pys =0.1,

Cr{K) =001, PI{K) =099, pga =009.
Based on Hau's approach [4), the resulty listed in Table 2 will be
obtained.

CYA ' 9,4
0.006903 | 0.012857
0.003064 { 0.033357

l - PIA
0.980239
0.963579

Care ]
Case 2

Table 2: The results of Hau's approach applied to Fig. 6.

There are sowae obvious inconsistencies in the results of Ta-
ble 2. From the assumption, evidence 8 iy the strongest one to
support the hypothesis A, the other two evidences € and D are
less inportant than B. According to Table 2, the resulted credibil-
ity of case 1 i3 more than twice of that of case 2. On the contrary,
the plausibility, (Crq + 8.4) of case 1 is only half of that of case 2.
These resuits indicate that Hav's method is easily subject to the
combination order of the evidences, which is not consistent with
the intuition of human reasoning. To s human, if these three sv.
idences are given, a belief function associsted with A should be
domirated by B, since the reiative dependency ratios of C and D
indicate their less influence on A, and because D has a stronger
dependency to B than C, B should have the dominant impact on
A. Therefore, we conclude that the results given by Hau's method
are not consistent with the human reasoning. The reason why the
conflict appears in this example is that the mutual dependency
relationship will propagate through the inference network Our




model, on the other hand, can resolve this problem and provide a
much more reasonable result than the conventional approaches. As

a comparison. we use our model to compute the belief function of

hypothesis C in the following.

We use the same data as in the above and the same com-
bination structure as shown in Fig. 5. We apply the proposed
procedure given in Sec. 2.2. The resuits are listed in Table 3

B- L R. CTA 9,4 ; 1_""14 l
1 0.352041 10.348043 1 0.299916 :
2 7.375143 | 0.363695 | 0.261162
5 0.414667 | 0.391576 | 0.193757
10 0.421216 [ 0.414554 | 0.144230
20 0.460307 | 0.431718 | 0.107975
50 0.477805 | 0.441651 { 0.080544
100 0.485742 | 0.444197 | 0.070011
200 0.490254 | 0.445354 | 0.064391
| 500 0.493070 | 0.446039 [ 0.060851
1000 0.494030 | 0.446269 | 0.059702

Table 3: The results of proposed model applied to case of Fig. 5.

Based on Table 2 and Table 3, a comparison iz given as
foilows. Evidence B is the strongest vne to support the hypothesis
A, the other two evidences C and D are less importaat than B.
To a human, if these three evidences are given, a belief function
asyociated with A should be dominated by B, since the relative
dependency ratios of € and D indicating their less influence to A.,
Also the result should be consistent, despite the arrangement of
the inference network. Referring to Table 3, no matter what the

belief length is, the credibility Cr, and plausibility {Crq + 64)

of hypothesis A are strongly influenced by B, and only slightly
perturbed by C and D. This is close to what we expect from the
humar reasoning.

—
/ on N
R

.

4 Conclusion

Our method offers several advantages over previous methods
First, the confiict due to the mutual dependency relationship among
the evidences i an inference network is solved. Second, not only
the discrete bedief functions, but also the arbitrary continuous ba-
lief functions can be processed, which has not been explored up to
date. The merit of a continuous belief function is that i can tep-
resent the vagueness of a human concept more appropriately than
a coniventional discrete one. Third, given different beli~f length ra-
tios, different potentiass of the goal will be obtained, which provides
a variety of options. Fourth, the complexity of computing Demp-
ster's belief function approach or Hau's appreach in a inference
network is significantly ; :dnced because the proposed model avoid
the inherent structural d+pandency problem of & lattice structure.
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Fatigue monitoring by laser speckle

Y.Z. Dai, A. Kato and F.P. Chiang

A non-contact, non-destructive remote fatigue damage monitoring technique is
described. This technique employs a laser beam that illuminates the surface of a
cyclically loaded specimen, and an image processing system that extracts fatigue
damage related information in the speckle pattern scattered from the surface. The
spectrum width extracted frorn the laser speckle pattern increases as a function of
the number of loading cycles, indicating the possibility that it may be utilized for
monitoring fatigue damage development. The numerical process for obtaining the
spectrum width is discussed in detail followed by an experimental demonstration on
a tension-tensicn fatigue study of the aluminium alloy 6061-T6.

ey words: fatique monitoring; lasers; speckle pattern

Fatigue damage monionng and fargue life prediction have
long been a challenge to scienusts :n mechanical engineening
practice. A high-sensiuvity, more pracucal technique 1s sull
the goal of many experimental engineers. The present work
describes an improved spectrum width method employing a
laser beam and an image procesiing system.

Fatigue damage generates shp bands, twinning, intrusion,
extrusion and some other topographic features on specirnen
surfaces where cracks are beheved to snitiate.' All these lead
to the rougheming of the specimen surface as measured bv

the surface roughness parameters such as height deviation and”

correlazion length. When illuminated by 2 narrow laser beam,
the fatigue-induced surface roughness in turn causes changes
in the reflected and scawered light intensity distnbutions, that
is 2 laser speckle pattern. This phenomenon renders wself as
a posstble means for momitoring the development of faugue
damage This possibilitv has been explored and methods such
as cpucal coirelation,® spectrum width,® double peak,* and
speckle contrast® have been developed 10 measure plastic-
strain-induced and fitigue-induced matenal damage. While
having the advantage of high sensitivity, the opucal correlat.on
technique 15 imited in 1ts pracucal applications because it 1s
sensiive to ngid-body movement and it needs 2 ume
consumir 3 wet photographic process. The spectrum wadth
method has been appiied only to plastic stran contcur
measurements and its bek.aviour as a funcuon of lozding eveles
15 as vet unknown The double-peak phenomenon may require
i sutiiciently large relzuive 1otation between the lluminates
are2s separated by a wide enough crack. This means that the
sensivity of this method 1s low and iz can be used only after
the crack has developed to 3 substanual size. The speckle
vontrast method suffers from the fact that s relaton with
pla t~ strain 1s non-monotomic complicating the incerpretation
of the expenimental results.

Compared with the above mentioned methods, the
specrrum widtn techmique 15 advantageous because it 1
senunive to surface changes prios to taugue crack iausn
1nd the cxpermental set-ip 1s relauvely simpie However,
the spectrum a:dth method as 1t was ongnally introduced
has iwo drawbacks Furstly, ot uses onlv one cross secucn ot
1 spechle pattern renderin? the experimental results ditterent

.o

with different chowces ot scanming direction; secondls, the
determination ot the spectrum width could be quite errane,
especally for severelv roughened surtaces because of the
inherent limitations of the svstem used. In order 1o overcome
these two drawbacks, we used a digial camera and an image
processing svstem instead of a single CdS diode and a poiepual
meter. With the help of this apparatus, numerical processing
such as smoothing, normahizaton and opumization can be
performed on digiized speckle patmterns. As a result, the
whole speckle pattern recorded within 1 certain spamal
frequency rangs 1s being uulized. In addiuon, the determu-
nation of the spectirum width becomes more tccurate and its
correlanion with the tangue Jamage more rehatle.

Principle of the method

Fatigue processes may roughen the speaimen surtace (Fig 1)
bv increasing the surtace height deviation and decreasing the
surface correlation length. When a faugued speamen surtace
1s alumunated by a laser beam (Fig. 2, the retlected and
scattered Light intensity distributiun, in the torm of a speckie
pattern, carnes surface roughness and hence taugue damuge
related informauon © Before the spechle pattern is applied o
the study of fatigue damage, it 1s necessarv that the relatuon
between a rough surface and the speckfe patern scatered
trom 1t be discussed briefly.

Suppose that 2 laser Mluminates a specimen surtace in the
X-Y plane and the light scattzred trom the surtace is obsened
on 1 piece of ground glass on the L'~V plane as shoan in
ig 2 1f the surface slopes sre small and depolarizauun,
muluple scattering and shadowing are negligible, then the
electromagnetic field O(x.y, in the X-Y plane .mmediartels
tu the night ot the specimen surface is related to the surtuce
height vznauon h(z.y) by’

Olx,y) = RP(x,))exp(n'—E(l ~¢cos 8) hix,y) (n

where R is the 2verage reflecuvity, Pix,y) s the comples field
incident on the surtace, A 1s the wvelength ot the incideat
light and 8 is the angle tormed by the :ncident light ana the
surtzc¢ normal

0132-1123'91°030227~-08 T 1391 Butterworth~Heinemann Ltd
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Fig. 1 An optical microscopic photograph showing fatigue-
induced roughening (aluminium 6061.T6; 33840 tension-
tension loading cycies; 100x)

He - Ne loser
XY

. a—
s —— —

Soecimen Monitor
P Ground glass

o

~

Computer

CCO camera

Fig. 2 A schematic illustration of the experimental set-up

If the distance between the specimen surface (X-Y) and
the observation plane (U-V) is great enough that the
Fraunhofer approximation can be used, the complex amplitude
A(u,v) at the U-V plane 1s*

A(u,v>=&f j O(xy)

X exp -iz—" (s6x + vy)|dx dy (2)
AL

where C is a complex factor, and L is the distance between
the observation plane and the specimen surface. Aside from
the factors preceding the integral, Equanion (2) 1s the Fourter
transform of the complex field O(x,y), evaluated ac the spaual
frequencies

fo=uiNL 3)
f,=v/AL

where f, and f, are the spaual frequencies along the X- and
Y-directions, respectively, and , v are the coordinates in the
U-V plane.

[t should be pointed out that the term spaual frequency
used in this discussion reters to the spatal frequency of the
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complex field O(x.y) rather than that of the surface profie
varauon f(x,y). They are approximately the same oniv tor
extremely smooth surfaces. This requires 2ma A < 1, where
o is the surface height deviation or root mean square
roughness. The polishing process in the present studv vieids
surfaces with 2mo/A = 1, whereas the fatigue damage roughens
surfaces to 2mo/A > 1.

The light intensity, which 1s what is being recorded on
either a photographic film or a CCD camera, on the L'-V’
plane is

I(u,v) = A(s,2)A™(u,7) 4)

where A*(4,v) is the complex conjugate of A4(«.:). On
substituting Equation (2) into the above expression, we obrain

2
b exp(-ii—z (ux + vy)) dxdyi (3

Aside from a constant, this intensity maps the power
spectrum of the complex field O(x,y) immediately in tron:
of the illuminated surface. It is a function of, among many
other factors, the surface height vanation h(x,y). Fatigue
damage changes b(x,y) and hence alters its corresponding
speckle pattern. For surfaces with low initial surface roughness
values (for instance, ¢ =~ 0.1 pm), the faugue damage
development tends to increase the high spatial frequency
contents while decreasing the low spatial frequency conténis
in the speckle pattern. This leads to the speckle pattern
spreading out and hence the increasing of the spectrum width,
This is the fundamental principle of the proposed technique.

Moethod

Figure 3 shows some experimentally obtained speckle patterns
at different stages of fatigue damiage developmen: of a cvcheally
loaded (tension-tension) specimen. The specimen was made
of the aluminium alloy 6061-T6 with two edge notches of
radius 6.35 mm as shown in Fig. 2. A laser beam was pointed
at the central region of the specimen where it was free of the
cracks that were generated from the notch roots by the loading
cycle. Figures 3(a), (b) and (c) are the speckie patterns of
such a point. It can be seen that before the specimen 1s loaded
the speckles are distributed around the central tpike and have
a preferred orientation owing to the polishing processes
(Fig. 3(b)). As the number of loading cxcles increases, the
speckles spread out and the speckle patterns (Fig. 3(a), (¢))
appear to be aircular till failure. This implies that, under the
test conditions, fatigue damage roughens the surface of the
specimen isotropically. The speckle pattern of the faugue
crack (Fig. 3(d)), on the cther hand, is not circular. The
difference in speckle patteras of points at and away from a
fatigue crack may be used to detect the location of the crack.
Howeve:, for the purpose of faugue life predicuon, only, the
speckle patterns taken at a certain distance (about 3 mm,
away from the crack up were studied.

As slown in Fig. 3, a speckle pattern contains high-
frequency speckles and a low-frequency envelope. Speckles
by themselves carry surface feature informauon only for ven
smooth surfaces (0 < 0.15A),” while the envelope can be used
for a much wider range of surfaces ® The half spectrum width
method, as 1t was ongmally proposed, made use of this
envelope, but only along a cross secuon Theretore its
application 1s hmited to orthotropic or isotropic surfaces
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Fig. 3 Speckie patterns at different fatigue damage levels for a specimen of aluminium 6061-T6 with 8 notch radius of 6.35 mm:
{a) N, = 23400, (DI N, = 0, {c) N, = 33840, (0} N, = 33840 at the fatigue crack

Even for sotropic surfaces, the light intensity distribution
along a parucular cross section of the speckle pattern woul’
vary wildly because of the random nature of the speckles.
This scattering makes the half spectrum width vary along
different direcuions. As will be shown in the following
discussion, some numerical treatments can greatly depress the
speckle noise with the help of an image processing system.

Smoothing of the scattering

The scattering in the hight intensity distribution can be reduced
by taking the ensemble average, the spatal average, or by
smoothing Among these methods, ensemble averaging s the
best because 1t does not alter the shape of the envelope by
factors not refated to surface features However, ensemble

Int J Fatigue May 1991

averaging requires taking many speckle patterns trom surtaces
that are stausucally the same. This process needs excessive
processing time rendenng 1t impractical

Because of the symmetry properues of the resulung
speckle patterns, the spaual average can be used instead ot
the ensemble average. This may be done using the tollowing
steps: (1) finding the centrond of a speckle pattern. (n) draming
aircles from the centroid with incremental radu. () grouping
points according to their distance trom the centroid. and o
averaging the intensities ot the sorted points within 2ach ot
two neighbouring circles.

Let the digiized intensity distnbution ot rhe speckie
pattern be g(1,7; and the coordinates ot uts centroid . .1, the
determination of the centroid will be discussed in the rolivw.nz
secuon;. then uts spatal average § * trom the centroud o
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Average grey level
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wherer, = [(1 = § )‘ +(f = 1c)?)""3 and n, is the number of
points mthm the nqg 1= 1< <i

Such a spana. averagrag may not be sufficient to depress
the speckle noise, eszecially at regions near the centroid, since
the number of points averaged is small when », is small.
Therefore, :he spatially averaged intensity distnbution needs
to be further smoothed by a smooth averaging method using
the following equation:

1+ k

8= 37 2 600 ”)

The number of averaging points 2k + | should be chosen
with care because it may degrade the sharpness of the central
spike in a speckle pattern for smooth surfaces and hence may
alter the spectrum width, Other than that, it should be
determined by the average size of the speckles such that
2k + | > 2ky, where ky is the average number of pixels
occupied by a speckle.

For the purpose of demonstrating the effects of the
numerical processing, the speckle patterns of a tensile specimen
loaded uniaxially to different degrees of plastic deformation
were utilized. Figure 4 was obtained by plotting the smoothed
average intensity against the radius r,. The defimtion of the
spectrum width is also given in this figure. It is seen that the
curve has become quite smooth making the detcrmination of
the spectrum width much easier.

Centroid

The centroid of a speckle pattern is taken to be the specular
reflection point from the surface in question. This point is
clearly seen for speckle patterns of smooth surfaces (o0 <
0.1 um) when using a He-Ne laser (A = 0.6328 um). On,
the other hand, only an area, where the spectral reflection
point is supposed to reside, could be observed for rougher
surfaces (0.1 pm < o < 0.5 um). For even rougher surfaces
(¢ > 0.5 um), it is next to impossible to determine the
centroid without the aid of appropriate instruments. In this
study the specular reflection point 1s determined numencally
by a moment method using the following equation:

2 2 gliy
o= (8)
2 2 8liy)

and

L Alyminiym 11000

A ‘
[} 20 40 60 80 100 120
Soanqi frequency (hnes/mm)

Fig 4 Smoothed intensity distribution and definition of spec-
trum width

230

2 280y
)‘=n-|£-l .9

2 2 gl

AN T ]

where m and n are the number of pixels along the : and /
directions, rcspecuvely They both took the value of 256 tor
the uniaxial tension test.

Generally speaking, the moment method does not v:eld
an accurate result because of the limited recording range ot
the spatial frequencies. Suppose the light ntensity distribunca
of a speckle pattern assumes a conical shape and thereatter
its cross section across the centroid js triangular. Two' vuich
tmngles I and II for the same recording system are shown
in Fig. 5. The distance & is the maximum length that could
be recorded by the system. It is related to the maximum
recording spatial frequency by Equation (2). We discuss tao
cases:

1) If the centre linee®ha’ for both triangles comaide,
respectively, with the centre lines cc’ of the recording
lens, then the moment method gives the correct
coordinates of the centroid.

2) More often than not, they do not coincide with each
other. For the case of mangle I, the moment method
sull yields the correct results as long as the whole
mangle remains in region —b to b. However, for the
case of triangle II, the moment method does nor give
the correct location of the centroid.

In order to overcome this problem, an approximarte
centroid was obtained by the moment method, and spatialiv
avenged intensity distributions were computed for a number
of points around the approximate centroid. Then the sum-
mation of the first ten average intensities for each distnbution
was taken. The point correspondmg to the maximum sum-
mation of the first ten average intensities was taken as the
centroid. Figure 6 shows a comparison of averaged :ntensint
distribution curves computed from different centre points
Curve 1 was based on the approximate centroid calculated bv
the moment method and the other four curves were computed
at points that were three pixels, equivalent 1o 4.5 lines/mm
of spatial frequency, away from the approximate centroid in
four different directions. It is seen that for this specific case
the distributions are quite different and this difference could
affect the measurement of the spectrum width if the above
procedure is not followed. Point 4 was chosen as the centroid
based on the method described above. Points 1, 2, 3 and 3
all violate the assumption that the intensity (average gra:
level) should be 2 maximum at the zero spaml frequenct

¢/
_{ CCD \\
CO"'\C’Q

Fig 5 Effect of bandwidth of recorded spatial frequency

Recoraing Oens

<
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Fig 6 Effect of different centroids on the intensity distnbution

Normalization

Figure 7 15 a plot of the average intensity distributions at
different levels of the plastic deformation. It is seen thar for
distribution curves corresponding to a large plastic strain,
such as curve 5 with 10.42% plasuc strain, it becomes difficult
to determune the spectrum width because the curve is quite
flat.

This problem was solved by normahizing the intensity
distribution by rtaking the average of the first ten intensities
from the centroid of the distribr...on. The reason tor taking
the average of the first ten intensities instead of the intensity
at the centroid 1s again to reduce the error caused by speckle.
Denoting this average by g5, then

2 é(r)
1=

and the averaged light intensity 1s normalized by the following
expression =

§'(r.) = 2564,(r.)/ gz (1)

Thus normalized, the curves in Fig. 7 were replotted as
shown in Fig. 8. As can be seen, the determinauion of the
spectrum width has become easier and more accurate.

Figure 8 also shows that the portion of the curve at high
spaual frequencies is smoother than that at low spanal
frequencies. The reason 1s that towards the higher spanal
frequencies the radii are becoming larger and covering more
points and the average 1s taken of more and more points.
This imphes that the spectrum width defined on the lower
portic: of the curve, such as the quarter spectrum width, in
general, offers a better signal-to-noise rato than that defined
on the higher poruon, for example the half spectrum width
(Fig. 4).

it
i...

g-IC 1 (lcl

(&)
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- 2 1- 000%
240 2- 216%
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. 5-1042%
:
g 120
s
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. | ~—=
0 20 a0 60 80 100 0

Spatiai frequency (lines/mm)

Fig 7 Intensity distribut.uns at different piastic deformation
levels
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Fig 8 Normalized intensity distributions at different piastic
deformation ievels

Results

Tension-tension fatigue tests were carried out on specimens
made of aluminium alloy 6061-T6 (tensile vield strength =,
= 465 MPa). The specimens were cut {rom stock sheet along
the rolling direction and their surtaces were polished using 1
cloth buffer wheel with an aluminum dioxide polishing
powder 1o an 1niual surface roughness ot @ = 2.1 um on the
area of interest. Two symmetrical semicircular notches were
cut on each side ot the specimen. The radn ot the notches
were 1.5875 mm, 6.35mm and 9.525 mm tor the three
speaimens. respectvely. The dimensions of the specimens are
given in Fig. 9. The thickness of the specimens was 3.175 mm
The specimens were fatigued in a tesung machine under a
stress-controlled cyclic tension-tension loading condition.
The maximum nomunal tensile faugue stress was =, =
372 MPa and the minimum nominal tensile fangue stress was
Tmin = 46.5 MPa, which are 80% and 10%, respectivelr. of the
tensile strength of the tested material. The mean ovclic loading
stress was 7, = 209.25 MPa and the magnitude of the cvehie
loading was 1, = 162.75 MPa. The trequency of the cvehie
loading was 6 Hz.

A set-up, as schemaucally illustrated 1n Fig. 2, was used
to demonstrate the applicability ot the techmque. A 15 mW
He-Ne laser with 2 beam radius ot about 1 mm was used as
the tluminating light source. A high-speed digital camera was
used for digiuzing the laser speckle pawerns at ditterent
loading cycles. The speed of the camera was set at 36C trames
per second and uts resolvtion at 238X 192 pixels, each varving
from 0 to 64. The laser beam was directed at the centre
portion of the specimen between the two notches. Because
the speckle pattern change induced bv the elasuc response 1s |
neghgible compared with that caused by the fatngue damage,

50 ,
. g°;°2"5'°°'“' (mm) NOICh ragIus i
. o 635
o }
< 30k R7mm- '
‘§ Alyminium 6061 - T6 §4mm
{
$ 20} |
$ |
10 ;
I
! i
Q A i o e i
108 104 08

Number of fatigue cycies

Fig 9 Spectrum wiath piotted against fatgue ufe for spec.mens
with different notch radn
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the speckle patterns were ‘tecorded while the specimen was
being cyclically loaded without stopping the test machine.
Several speckle.patterns were recorded at different loading
cycles. The digitized speckle patterns were later processed on
a computer numerically by the procedures described in the
previous sections.

Figure 9 shows some experimental results for the
aluminium specimens of different notch radin. The spectrum
width was defined at the point where the intensity was 20

- (the maximum intensitv was 64). It 1s seen that the spectrum
width does not change much at early stages of cychc loading.
However, 1t jumps drastically when the specimens have been
cyclically loaded to about one quarter of their total fatigue
life. This sudden chinge in spectrum width reflects the drasuc
surface roughness change that may be the result of the
development of slip bands. It also shows thatthe smaller the
notch radius, the earlier the drastic change in the spectrum
occurs. This may be because of the fact that a smaller notch
radius results in a greater stress concentration and hence
earlier slip bands and faugue crack development. It is
interesting to nose that for small enough radii, the spectrum
width becomes almost constant after the drastic change at
about 25% fatigue life, implying that the surface roughness
does not change much afterwards. In contrast, for specimens
with a sufficiently large notch radius, the spectrum width
increases constantly with the number ot loading cycles.

Conclusions

An improved spectrum width method has been developed
and shown to be effective in a fatigue-induced surface
rougening study and in fatugue hfe monitoring. It is found,
for specimens made of alum:nium alloy 6061-Té under
tenston-tension cvche loading, that the surfaces of the
specimens are roughened isotropically. For fatigue life moni-
toring, the spectrum width was observed to increase with the
number of loading cycles. The increasing rate strongly depends
on the dimension of the notwch radwus, which results in
different magmitudes of the stress concentration. A drasuc
change in spectrum width occurs ai about 25% of the faugus
life, which may be the result of the development of persistent
slip bands. This drastic change in the spectrum width may
be used as a criterion for the determinauion of the faugue hfe.

This techmque, with the merits of being a non-contact
and non-destructive method, has the potennal of being
applied 1o homogeneous and composite matenal tests at hagh
temperatures. It 1s believed that such studies, which can not
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be investigated by most of the conventional methods. will be
of major importance in the years to come.” '
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1. INTRODUCTION

Abstract. Stetistical properties of plastically roughened metallic surfaces
are studied together with the relation between the angular distribution of
the reflected-plus-scattered intensity from such a surface and the plastic
deformation it has experienced. The height probability density distribution
of the plastically roughened surfaces is shown to be Gaussian. The surface
autocorrelation function is neither Gaussian nor exponential, even though
the former fits the experimental data better. The combination of a scalar
scattering theory and the plasticity-induced surface roughening empirical
relations yields some new exprassions, These expressions relate scattered
light with plastic deformation for surfaces with Gaussian or exponential
autocorrelation, The applicability, convergence, and limitation of the thus
obtained expressions are also studied. A theoretical-numsrical analysis
provides background to some existing strain measuring mathods, such
as the meaximum intensity, half width, and correlation coefficients, The
presant avproach is verified favorably by some experiments on aluminum
alloys and is in support of the experimantal results in literature.

Subject terms; scattering; plasticity-induced roughening, surface roughness. sta-
tistical parameters; strain assessment,

Optical Enginesring 30(9), 1269-1276 (September 1991) .

of them is & vector scattering theory' that is developed primarily
for very fine surfaces such as optical surfaces. Another is a scalar
scattering theoryJ that can be applied to a wider range of sur-
faces. The emphasis of these studies is placed on the under-
standing of the scattering electitomagnetic waves from a rough
surface. The applications of these theories have been nainly on
the determination of surface statistical characteristics.”

In the field of mechanics. the change in the scattered field
from a metallic surface experiencing plastic deformation has
been used as a measure of plaszic strain_. Many methods. such
as the maximum inlensity. half width,’ intensity at a centan
distance from the specular reflection point.® contrast.’ correla.
tion coefficients.'® etc. have been proposed. These works are
empirical in nature ang contributes little to the understanding of
the fundamental relation between scattered field and plasuc de-
formation. In a recent study.' plastic deformation caused scat-
tering is investigated by means of a scalar scattening theory
However, some key issues, such as the height distribution and

Plastic deformation roughens the surface of metallic matenials
by increasing its height variation and decreasing its profile wave-
length and thereby changes the angular distnbution of the
reflected-plus-scattered intensity, which shall be called scattered
field in the following discussion, from the surface. This phe-
nomenon has generated interest in the fields of both physics and
mechanics.

Various theories have been developed for reiating the scat-
tered field with stausucal parameters of the rough su'face as
discussed in an excellent review by Bennett and Mattsson.' One

Paper 2869 received Feb 12, 1990, revised manuscnpt received Feb 26, 1991,
acupled for pubhicanon March 7. 1991.
T 1991 Society of Photo-Optical Instrumentation Engineers.

the form of autocorrelation function of the plastically roughened
surfaces, and the applicability of the scattering theory. arc not
discussed. Such discussions are essential for the proper upph-
cation of the scalar scattering theory to plastic deformation as-
sessment.

The purpose of the present work is therefore. (a) to study the
statistical properties of the plastically roughened surfaces. tbi to
express the scattered field in terms of plastic strain for suriaces
with Gausstan and exponential autocorrelation. (¢} to study tne
applicability and limitation of these expressions. (d) to provide
a theoretical background to some existing plastic strain evalu-
ating parameters. and (e) to venfy the present approach exper
imentally.

OPTICAL ENGINEERING / September 1991 / Vol 30Nc 9 1269
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2. PROPERTIES OF‘PLASTICALLY ROUGHENED 0.187
SURFACES > oud™ >
Surface statistical properties such as height distribution and au- § 0.00 §
tocorrelation function were studied on uniaxial tensile specimens 2 oo >
mude of aluminum 2024 alloy. Specimens were polished by cloth g 3
buffer wheel and alumina powder to an initial surface rms rough- 2 0.08 ¥
ness of about 0.05 um. Then the specimens were loaded on a & 00 L. &
testing machine to different amount of plastic deformation and “1.0:0.0 0.2 0.2 0.4 10 +1.0+0, ‘a“n 01 14 13
surface roughness. Plostic deformation is quantified by shear Height (x 1) e
strain y, which by definition is the angular change between two ot 830 e
line segments that are originally perpendicular.

A stylus-type profilometer was used to measure height var- o1 0.13
iation by mechanically scanning the specimens’ surface. The > omd @ > o " . '
radius of the stylus tip was 5 pm. The sampling interval between 3 . g
each two adjacent points was 2 um, and the sampling length I g M
was 2 mm in length. These parameters met the requirements g o0 X 000
that the sampling interval be less than 10% of proﬁle correlation 3 oo g 0.034 '
length and that the sample length be about 60 times the corre- & &
lation length 2 The surface proﬁle signal from the profilometer 08 T o-00-02 08 68 10 °‘°°f'_o..,. 02 0.2 08 10
was digitized by a data acquisition system and then processed Height (x m) Height (x m)
by a computer. Ten trials were made with a total of 10,000 w42 et 31 .

measured profile data for each specimen, and each trial was
made along a direction perpendicular to the loading direction.
Unlike most machined surfaces. the roughness of plasucally
deformed surface of polycrystalline material is isotropic.' © This
means that surface height variation measured along one direction
may be regarded as the surface statistical properties of the spec-
imen along any other directions.

2.). Statistical characteristics

The measured profile height variation along each trial was first
leveled using the least square method 1o make the mean 2ero.
The height probability density distribution was made on all the
10,000 data points for each spectmen. Figure | shows some of
the height histograms at different plastic deformation levels. The
sohd line is a Gaussian function, which was obtained by fitting
the data using the least square method. It is safe to say that the
heught distribution of plastically roughened surfaces may be ap-
proximated by a Gaussian curve.
The autocorrelation of a profile A(x) is defined as

- TeL x) X h(x, + 1)
= Z Z:n-i hz(xu) '

where 1 is the lag length. The lag length * at which the value
of the autocorrelation function drops to l'e (=~0.368) of that at
7 = 0is denoted as T and called correlation length.

The autocorrelation function C(7) may take two simple forms:
Gaussian and exponential. The Gaussian autocorrelation with
correlation length T is

§))

Clz) = exp(-r’iT’) . 2
The exponential autocorrelation with correlation leagth T is
Cts) = exp(=|tT) . 3
The autocorrelation of each specimen was obtained by taking
the averags of the autocorrelation functions computed for ten

nals Figure 2(a} shows the surface profile at y = 3 0% and
its corresponding autocorrelation function. Figure 2 shows the
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Fig. 1. Histogram of profile height at different strain levels (based
on 10,000 dats points) (s} y = 2.00%, 0 = 017 um, T = 440 um.
D)y = 432%, 0 =033 um, T = 356 um; {c)y = 8.28%,. 0 = o.:‘

‘um, T =304 um;and (d)y = 11.12%, 0 = 0.87 um, T = 420

autocorrelation distributions for surfaces with height hmugran:‘
as shown in Fig. |. The experimental data were fitted boih

Gaussian and exponential functions. The quality ot fAtung 1»
measured by the deviation which is defined as '

5= E (Crim) = CEl 4

-—

where C/(7,) is the value of fitting function at point: The \nmll’
the value s, the better is the fiting. The fitted curves are abo
shown in Fig. 2. It is seen that the experimental data appear

be neither Gaussian nor exponential, even though Gaussian iun
tion is a better approxnmanon (s is smaller) for most cases.
Exponential fitting is quite off especially for small plastic stra1

As the plastic strain increases, however, the experimentally oh
tained autocorrelation function tends to approach exponent
distribution as indicated by the change in the dewviation s shown

in the figures.
It should be pointed out that the surface height measum:.
apparatus described earlier has its limitauons posed by the radi

of the stylus, sampling interval, and sampling length Mever.
theless, as shall be experimentally demonstrated later in th
discussion, Gaussian function seems to be a better approxnm.mol
to the autocorrelation of the surfaces roughened by plasuv de-
formation.

2.2. Plastic strain and surface roughness l

Surface roughness is generally characterized by rms roughness
o and profile correlation length 7. Some expenmemal obe
vations on plastic strain induced rougherung for alumuinum 2022- '
alloy are shown in Table |. The empincal relation between o

T, and shear strain y are obtained bv fiting these expenmcnm
data using the least square method The empirical relation be

tween o and v is
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Fig. 2. Autocorrelation distribution at ditferent strain levels (based
on 10 trials with a totsl of 10,000 data pointa). (s} y = 2.00%, 0 =
0.17um, T = 44.0 um; bl y = 4.32%, 0 = 0.33 um, T = 358 um;
{c)y = 8.25%, 0 = 0.60 um, T = 30.4 pm; and (d} y = 11.12%, ¢
= 087 pum, T = 42.0 um,

= 7.2ly + 0.02 (pm) (5)
where vy by definition is unitless and the two constants carry the
same umit as that of ¢, i.e., pm.

The empirical relation between 7 and v is

T 20 4 043

v+ 0.008 ©®

(pm)

where the constant 0.008 is unitless and the other two constants

carry the unit of um.
These two empincal relations will be used for relating plastic
shear strain with the scattered field in the following discussion.

3. PLASTIC STRAIN CAUSED SCATTERING

3.1. Scalar scattering theory

Beckmann® discussed extensively the scattering of electromag-
netic waves from rough surfaces based on the Kirchhoff solution

of the Helmholtz integral. In order to simplify the denvation,
the following assumptions are made:

|. The surface is perfectly conducting.
2. The surface height vanation §(x.y) 1s a stationary random
process.

3. The incident wave is plane and linearly polanzed

4. The point of observation s in the Fraunhofer region of
diffraction.

5. The profile curvature is much larger than the wa»elenzth
of the incident light.

6. Shadowing and muitiple scattering may be neglected.

Under these condmons. the solution describing the mean scat-
tered field < pp* > is*

2nF? [~
< pp*> = = A JolueyT) Xalu; = vativ dr . N
where <+ » + > denotes ensemble average: A is the area being

illuminated; J, the Bessel function of the first kind of order zero,
7 the distance between two points on the rough surface: ya(v’
-~ v,;7) is the 2-D Fourier transform associated with the prob-
ability densny distribution of &(x,¥); and F,v;.uy are defined as
follows*

_ 1 + cosB, cosB, — sind, sind; cosOy
c0s0;(cosf; + cos62)

. (8)

= k(cosf; + cosf2) . 9

Yy = kVsin®8, = 2 sinb, sinB cos®y + sin"0: . (10

where k = 2m/\; A is the wavelength of the incident light beam:
and the definitions of the angles 8,, 82, 8; are given in Fig. 3.
Equation (7) is a general solution that can be applied to
surfaces with any autocorrelation functions. If, however, £(.x.y)
is a normal process with mean zero. standard deviation o. and
autocorrelation C(7), then 1t can be evaluated by a series ex-
pansion or by saddle-point integration. The series expansion of
Eq. (7) for Gaussian autocorrelation [Eq. (2)] is*

<pp*t> =

2 Tz .
eXP(-g)[PB T exp( vaT 4m) | . (th

m=|

where p? ts proportional to the itensity of the diffracted field
of the i:luminated area A. For example. 1t 1s the Awry pattem tor
a circular area A. The scaled roughness g 1s defined as’
Vg = ko(cosy + cos82) . (2

It should be noted that there 1s no restncuon on the value of
o 1n Eq. (11) even though the senes will converge too slonly
to be of much practical use when o and, hence, g become large
For strong scatterers (g >> 1) with Gaussian autocorrelauon
an alternative close form expression can be obtained” by a direct
saddle-point 1ntegration of Eq. (7)

Table 1. Plastic strain and surface roughness (sluminum slloy 2024-T3).

(%) 04012 23 |36 |52 |i3 |88 102
o(sim) || 0.06 {°0.10 | 0.197} 0.23 | 0.36 | 0.50 | 0.63 | 0.78 |
"T(um) |85 14638 132 |30 j32 |31 |28 |
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Fig. 3. Light-scattering geometry. {/ is the plane of incidence and
the scattering plane.)

wFT?

2 12
Vry

< pp* > == - >>1) . 13
b AT*P( ) e

The saddle-point integration of Eq (7) for exponential au-
tocorrelation (Eq. (3)] yieids*

2nFT?
<pp*> =

= — g >> 1) .
Aol + lmay? 8 b

(14)

For the present study, the incident light 1s normal to the
specimen surface making 6, = 0, F = ), v, = k sinB;, and
v; = k{1 + cos0;). We notice that 8; disappears in the above
equations, indicating that the scattered field 1s circularly symmetnc.

3.2, Plastic strain and scattering

According to the definitions'"'>, the rms roughness is equivalent
to the standard deviation. Therefore they ate all denoted as o
in this discussion. Substituting Eqgs. (5) and (6) into Eqgs. (11),
(13), and (14), we can express the scattered field in terms of
shear strain. With the normal incidence condition applied. and
the constants in Eqs. (5) and (5) replaced by a.b.c.d.p.q. Eq.
(11), the summation form for Gaussian autocorrelation, may be
rewntten as

nlaly +b) +c)?
< DP‘ > o= cxp(_g) (p§+..!_l.r_.l-
m=

gm . 2 A
L —sin? 14
X = exp{ = sin°8z(a/(y + b) + ¢} m}) (15)

where Vg = k(py + q)(1 + cos6s).
Simularly, Eq. (13). the close form for Gaussian autocorre-
lation, may te rewntten as

nlay + b) + ¢)*

< pp? > = — 5
op Ak“(l + cosB2)"(py - q)z

p( sin®@afany + b) + cf )

- % 16
4(1 + cosBa)"(py + q)2 ,
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Equation (14). the close form for exponential aut o .:::-ml
may be rewntten as

<pp*> =

2nfany +b) + ) [AKY (] +cosB (py ~ ¢)°)
(1+sin"8alar(y +b)+ c]z'[( 1 +cosB) py=grh -

l"l

Three new expressions have been obtained. each uescribes
the scattered field 1n terms of shear plastic strain y The choieg
on the use of each individual expression depends on the mag|
nitude of strain and the form of autocorrelation function vt th
surface under investigation. In this study. however. all three
expressions will be applied in parallel. Given a plasuc «tra
value and the form of autocorrelation function. then the scuucre‘
field may be evaluated by the above expressions. A series o
these distributions at different plastic shear strain levels are plot-
ted in Fig. 4. As shown, the maximum intensit' decreases an
the spread of the scattered field increases as the plastic sirain I
increases.

3.3. Applicability

A few points should be discussed before the above cxprcmunl
can be applied to plastic strain assessment. first the apphicabiliny
of these three equations and then the convergence of Eq (13)

The conditions (Sec. 3.1) under which Egs. (15) through ( l?'
are derived should be satisfied. These requirements are in genera
met for application to plastic strain assessment of metallic ma-
terials with a He-Ne laser (A = 0.6328 pm). Generally spc.\kmgl
metals are conducting (condition 1); plastically roughened sur
face may be considered as a stationary random process (condition
2); laser beam is planc and polanzed wave (condition 3. th
point of observation 1s suffictently far from the specimen >urra;;
or a lens 1s being used such that it 1s 1n the Fraunhoter zone o
diffraction (condition 4); and the profile wavelength 1» much
larger than the incident hight wavelength (conditions 5. &)

The validity of Eqs. (15) through (17) can be investigated by
companng the scattered field computed by these expressions un

L2 e ey l
1.0 - }\ y (%) - l
> ;. 08 — -
= I
B 03 ' 10
[~ I 15 — l
Y .
E I 2T
= o6l , J
o .
g .l [ | l
[ [ \
o) I {
02} )/\\\ i I
0.0 14 e ‘\\?\3_&
-2 -1 0 t 2
Scattered Angle (6)
Fig. 4. Scattered fislds at ditferant strain levels (based on Eq 115]] l
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that by measurements. Because the solutions from the scattering
theory are based on the erisemblé average on macroscopically
similar but microscopically different surfaces, the average over
many scattered fields is needed in order to make the comparison.
One hundred scattered fields from a uniformly deformed spec-
imen were taken by a system schematically shown in Fig. 5.
Figure 6 shows a comparison between the two scattered fields
where Fig. 6(a) is the computed one by Eq. (15) while Fig. 6(b)
ts the measured result. The degree of similarity between these
two dsinbunnay, a7 evaluated by the cross correlation factor
[Eq. (20)] 1s more than 99%. Figure 6(c) shows the relation
between the number of averaged scattered fields and the cross
correlation of the averaged with the computed results.

For the plastic strain range studied (y < 10%), & ranges from
0 05 pm 10 0.75 pm. For a He-Ne laser with a wavelength of

= 0.6328 pwm. g varies from 0.986 to 193.23. This means
that the close-form solutions Eqs. (16) and (17} cannot be used
for the whole plastic strain range mentioned earlier because g
is not sufficiently large for small strains. Therefore, Eq. (15)
has to be used. Because it is in a series form, it is necessary
that its convergence be studied.

Bv applying D' Alambert principle. we can show that Eq. (15)
1s convergent for any values of strain y. However, as vy gets
larger. convergence will be slow. A numencal analysis was made
to study the convergence of Eq. (15). The computation result is
shown in Fig. 7 where the honzontal axis is the number of terms
added. and the vertical axis is the unified summation over N
terms It 1s seen that more than 200 terms are needed for Eq.
{(15) to converge when y = 10%.

4. ANALYSIS OF STRAIN-MEASURING METHODS

Almost all the methods used so far by various investigators for
relating scattered field to plastic strain are based on the obser-
vattons similar to those shov - in Fig. 4. Namely, the intensity
at the specular direction decreases and the spread of scattered
field increases as the plastic strain increases. Several methods,
such as the maximum intensity, half width, intensity at a certain
distance from the specular reflection point, and correlation coef-
ficients. have been introduced. Figure 8 gives the definition of
the parameters used in some of the inethods. This section will
be devoted to providing a theoretical-numerical analysis to the
relation between these parameters and plastic strain followed by
an expenmental verification for the half width method.

Mirtor
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Fig & A schematic plot of exparimental setup for scattered-fleid
rgcording and processing.
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Fig. 6. Verification of the scalar scattering theory by ensembie av-
erage (0 = 0.68 um, T = 39.50 um). (a) Computed scattered field
I>ased on Eq. (15)); (b) Experimental scattered fisld {average over
100 measurements); and (c) Effect of the number of scattered fislds
aversged.

4.1. Intensity-related methods

The maximum intensity implies the intensity at the specular
direction along which 82 = 0, v,y = Oand v, = 2. Substituting
these conditions into Egs. (15) to (17). we shall get expressions
of the maximum intensity in terms of strain vy for each case
correspondingly. For example, the maximum intensity for Eq.
(15) is

< pp* >, = exp(~go)
+ + 2 = m
(1 o olaty* b) ¥ o) —8—) .
A m=} mm '
where
V3o = 2kpy + q) . (19)

Figure 9 is a plot of the normalized maximum intensity versus
plastic strain y evaluated by both the summation and close form
expressions for Gaussian autocorrelation (Eqs. (15)-and (16)).
The maximum intensity for exponential autocorrelation [Eq (17)]
is not plotted because it differs from that of Eq. (16) only by a
constant factor of two. The trend predicted by the approach 1s
similar to the expenimental result.® (An exact companson is not
made because of the insufficiency of information provided n
the work cited.) It can be seen that the maximum ntensuy 1s
very sensiive to the change in plastic strain in the early stages
of plastic deformation and becomes saturated after strain be-
comes larger than 2%.

OPTICAL ENGINEERING / Septembsar 1991 / Vol 30No 9 1273




DAl CHIANG

1.2 (e 7

. !
£ 10f oo
» o
o S /
b= I ' .
- 08 : I | !
- s | !
o : ’ '
g 0o i | : 4
2 o '
0 . , [
g 04F ] '
3 o | ’
= s '
S ozf: & : -

G

g . .

0.0 b
) 60 120 180 240 300

Number of Terms (N)

Fig. 7. Convergencs of the summation form for Gaussian autocor-
relation (Eq. (15)). v = 2.0% : 0 = 031 um, T = 34.2 um; vy = 4.0%:
o=045um, T=301um; y=60%:0=060um, T=279um;
Yy=80%:0 =024 um, T = 265 um,

12

Unified Intensity

.o b} A A
-1.0 -0.5 0.0 08 1.0

Scattering Angle 8

Fig. 8. Definitions of some strain measuring parameters. /mu: the
‘maximum intensity; /: intensity along angle 8; 0x: half width.

The second intensity-related parameter was originally defined
as the intensity at a cenam distance from the specular point on
the observation planc For generality, intensity at a certain angle
0, denoted as /g is used (Fig. 8). Let 0 be a certain angle along
which a sensor is placed for measuring intensity, /g can then be
evaluated by Egs. (15) to (17). Figure 10 plots /g versus strain
at four different angles based on Eq. (15). It can be seen that
the threshold of this method depends on the angle 6. For 8 =
0.6 deg, the value of this threshold 1s about 0.5%, while for 6
= | deg, 1t1s 1%. In other words, putting the sensor at different
spots, one will get different /g, y relation. Another disadvantage
of this parameter 1s that the measurable range of strain is .ery
much limited (about 1%). Besides, the relation between this
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Fig. 9. Maximum intensity versus strain. I
parameter and plastic strain is nonmonotonic wheq strain
comes larger than a certain value (about 1.5% for 6_= 0. 6 d

Similar results were reported for the contrast parameter.’
nonmonotonic behavior makes the determination of stram
practical for situations when the range of strain 1s unknox}
However, because of the high sensitivity of the intensity-rela
parameters to early stage plastic deformation. they may be a;
plied to detect the onset of plastic deformation. Such apphcan
may include the elasto-plasuc boundary determination and1
tigue detection.

4.2. Correlation coefficients l

Unlike the conventional correlation analysis used in stausti
the term correlation coefficients used in this discussion 1s adopze
from pattern recognition technique. Two kinds of correlat
coefficients were performed: cross correlation and autocorre
tion. Cross correlation coefficient is & measure of the degree
similarity between two different objects. Autocorrelation is
measure of the spread of an object. Correlation analysis can
performed on both 2-D images and 1-D curves. Because of
circular symmetry of Egs. (15) to (17), only 1-D correlatc
analysis was made in the present study, while an extension
2-D problems is straightforward.

A 1-D zero-shift, cross-correlation coefficient C. 15 defin
as:

f °B}‘(x)g(ar) dx

C = 2

r fz(x) dxr gz(x)dx

where f(x), g(x) are functions of vanable x One of them. i
L

example, f'x), is the scattered field < pp* > at zero sir
while g(x) 15 the one at any other strain level As the st
increases, the corresponding scattered field wll te less and 12
correlated with that at the zero strain, causing the .ross wu
lation level to drop. I]
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Fig. 10. Intensity along angle 0 versus strain.

One-dimensional autocorrelation coefficient C, is defined as

f flx)f(x = 1) dx
. @n

Ca( ) = x
f £ dx

where 7 is the lag lenigth shifted between two copies of function
f(x). This definition is similar to that discussed in Eq. (1) except
that it s performed on the scattered field rather than on the rough
surface height variation.

Correlation coefficients were evaluated by using Egs. (20)
and (21) on the intensity distribution curves computed by Eqs.
(15) 1o (17). Figure 11 is a plot of cross correlation coefficient
versus strain. Figure 12 shows the autocorrelation analysis result
where the vertical axis is the lag length at 75% correlation level.
The relation between lag length + and strain is hncar fory =
6% These relations support the experimental results.'

4.3. Half-width method and its verification

Half width was originally defined as the spreading distance un
on the observation plane of the scattered field when its value is
one half of its maximum. For generality. we use the spread angle
8, instead. These two parameters are related by uy = L X tan
0, For small scattenng angles. which arz a few degrees for the
current apphication, 84 1s approxlmatcly proportional to up The
expression for. for example, Eq (16) is

4

<pp* >0 =8y
(1 + cosBy)”

1
<pp*>0.=0 2

+ coseh)z(py + q)7
22)
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Fig. 11. Cross-correistion coefficient versus strain.
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lag langth versus strain for

Figure 13 is a plot of 8, versus plastic strain vy evaluated by
expressions corresponding to different cases The measured
roughness values 7 and o were used. Expenm  wally measured
half widths are also included for companson. Apparenily. the
expennmental results agree well with that predicted by both the
summation and close-form expressions corresponding to Gaus-
sian autocorrelation. This result confirms the conclusion made
earlier (Sec. 2.1) that Gaussian function approximates autocor-
relation of plastically roughened surface better

5. CONCLUSION

Based on the earlier discuss:ons. we may conclude that the height
distribution of the plastically roughened metailic surface 1s Gaus-
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Fig. 13. Half width versus strain with experimental verification.

sian and the ausocorrelation is neither Gaussian nor exponential.
However, Gaussian function in general fits the expenmental data
better. The experimentally cbtained autocorrelation becomes closer
to exponential distribution as the strain gets larger.

The combination of plastic deformation induced roughening
models with scalar scattering theory has provided expressions
that relate the scattered field to plastic strain directly. For the
stratn range studied, these new cxpressions have been shown to
be valid by an ensemble average study and some numencal
analysis.

The analysis shows that the int2nsity-related strain-measuring
methods, such as the maximum intensity and the intensity at 2
certain scattenng angle. are not as suttable as distribution reiated
ones such as the half-width and correlation coefficients. Com-
paring the theoretical-numerical predictions with the experi-
mentai data, we find a good agreement for all the parameters.
However, considenng the factors such as the simplicity of the
relation, the measurable range of plastic strain, we recommend
autocorrelation ard half-width methods rather than the others,
The current approach also shows that the range of plastic shear
straiy measurable by using the scattered field via the carlier
descnbed methods is about 10%.
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Asseésnient of Flow Stress and Plastic Strain

by Spectrum Analysis

by Y.Z. Dai and F.P. Chiang

ABSTRACT~-The re‘stion between the angular distnbution of
the reflected-pluc-scattered iight intensity (scsiered heid) irom
a metallic e.rizce and the flow stress, plastic strain the
matengl has »xpenonced i expenmentally anc ¢t voratically
invesiigaied. A scatterad field, which 1s obtained oy uiym-
inating a spzcimen surface using a laser beam, carnes sur-
face-feature-rsiated information. Expenmental evidence suqggests
that gurface correlation length ¢f a matsial decreasas in
proportion to the tiow stress and plastic strain that the mate.al
experiences. A theorstical gsnvation based on kuygens.
Fresnel principle, Fraunhofer approximation, and Wiener-
Khintching thec:#'r shows that the correlation length may be
obtained by performing a Fourier transform 1o the scattgred
field from the surface This leads to the development of a
noncontact, nondestructive, and remote technique for
measunng fiow stress and piastic strain,

Introcduction

Loading metallic materials beyond the yield strength
will change their microstructural features due tc the
movement of dislocations. This change will be reflected
by surface-roughness paramsters such as root-mean-
square {rms) roughness and correlation length. The
surface-voughness variation in turn will affect the angular
distribution of the reflected-plus-scattered intensity, which
shall be called scattered field in the following discussion,
from the surface. This phenomenon has been investigated
experimentally in an effort to develop a techmque for
plastic-strain - measuremens.'™ Methods such & the
maximurmn intensity,’ spectrum width,? intensity at a certain
scattering angle,’ contrast,’ moment,’ and correlaLon
coefficient® have been introduced. Thesz methods are
empirical in nature and the in'rinsic reletion between a
scattered field and plastic deformation i~ yet to be revealed.
The revealing of such a relation lies on the understanding
of: (1) the plastic-deformation-induced susface roughness
and (2) the retrieval of surface-roughness parameters from
a scattered field.

Experimental observations show that the suszface cor-
relation length decreases in proportion to plastic strain
and flow stress. The implication is that surface correlation
length, once measvred, may be used as a measure of flow
stress and plastic strain, Correlation length represents the
horizontal prop.rty of a surface profile which may be
obtained by using instruments such as a2 mechanical
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profilcmeter. The light scattering method shall be used in
this study because of its ments of being noncontact, non-
destructive, and two dimensional. A theoretical derivation
based or the Huygens-Fresnel principle, Fraunhofer
approximationt, and Wiener-Khintchine theoremn shows
that the Fourier transform of a scattered field is approxi-
mately prozor:‘onal to the autocorrelation function of the
surface profile for optically smooth surfuces. This mears
that surface correistion length and herce flow stress and
plastic strain may be evaluated from the scattered field.

The purpose of the present work is therefore: (1) te
give a rigorous muthematical derivation on the relation
between a scattered field and surface correlation length
and (2) to use the scattered field for flow stress and
plastic strain measurement. PFurthermore, the relation
between piastic-deformation-induced surface macroscopic
and microscupic features is discussed.

Stress, Strain and Cerrelation Length

Figure 1 is a microscopic photo of a plastically sieformed
surface. A surface profile is shown in Fig. 2. The hosi.
zontal property of a one-dimensional surface profile may
be characterized by surface correlation length which is
defined as’

[ h(x) x h(x~ dx
j; R ()dx

where A(x) is the surface profile; / the sampling length;
and 7 the correlation length as shown it Fig. 2; 1/e is
equal to 0.2678.

Experimental observations conducted on copper alloy
(C26800-HO1, vield strength: 205 MPa, Poissen’s ratio:
0.33) show that correlation lengik: 7 decreases in propor-
tion to flow stress r and plastic strain 4 as shown in
Fig. 3. These relations may be approximately expressed as

8.

1
= (1)

= T+ec, +oa @
and
_ B
Y= T+c, + a, 3)

where 8,, ¢, a., By, Cys @, are constants. The validity of
both 2q (2) and eq (3) requires thec the matenals be
lincar hardening. Otherwise, different forms of expres-
sions may be needed.

Interestingly enough, these relations are analogous to
those relating flow stress and plastic strain to cell size in a
much smaller scale. Plastic deformation in metals produces
dislocations and dislocation bands which cluster into dis-

Expariments: Machanics + 197




location cell walls. The applied stress is the driving force
in creating dislocation and cell structures. Once a micro-
structure s stabilized, a higher stress is generally required
for activating new slip lines and producing more celis. The
dislocation cell size d may be calculated by’

d= 4 @

where A is the area in which the cell size is to be
determined and N is the number of cells in the area.
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